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Abstract. This article is devoted to the study of a new class of nonlinear
fractional-order differential equations with integral boundary conditions in-
volving a generalized version of the Caputo type fractional derivative with
respect to another function h. In such a path, we transform the proposed
problem into an equivalent integral equation. Then we build the upper
and lower control functions of the nonlinear term without any monotone
requirement except the continuity. By utilizing the method of upper and
lower solutions, the fixed point theorems of Schauder and Banach, we ob-
tain the existence and uniqueness of positive solutions for the problem at
hand. Finally, we present some examples to illuminate our results.
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1 Introduction

In recent decades, researchers have realized that fractional calculus has
many applications in different fields of engineering and applied science.
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Several authors have used the fractional calculus as an empirical method of
describing the properties of natural phenomena such as physics, chemistry,
biology, electrochemistry, bioengineering, propagation, finance, etc, see [8,
14–16,18] and many others. The interesting matter about this topic is that
unlike ordinary derivatives because it deals with non-integer order. For
example, the fractional derivative of arbitrary order depends not only on
the graph of the function very close to the point but also on some history.

In recent years, there has been considerable growth in ODEs and PDEs
involving the fractional derivatives operators, we refer here to the most
well-known types such as Caputo, Liouville, Hilfer, Hadamard, Katugam-
pola. Consequently, this had led to the study of many various types of
fractional differential equations (FDEs) defined by several fractional opera-
tors. Mathematicians who are interested in this topic have introduced many
generalizations of fractional derivatives such as Hilfer-Hadamard, Hilfer-
Katugampola, ψ-Caputo, and ψ-Hilfer, see [4,10,11,17,20,21]. The recent
studies of the existence and uniqueness of solution for generalized fractional
differential equations can be found in [1, 2, 5, 19, 23]. In particular, many
interesting and recent results on the existence of positive solutions for dif-
ferent categories of fractional differential equations have been discussed,
can be found in [3,6,7,9,13,22,24], and references therein. For example, Li
and Wang in [13] discussed the existence and uniqueness of positive solution
for the following nonlinear FDE{

Dr0+u(t) = f(t, u(t)), t ∈ [0, 1],
u(0) = 0,

(1)

where 0 < r < 1, Dr0+ is the standard Riemann-Liouville of order r, and
f : [0, 1] × R+ −→ R+ is a given continuous function. Abdo, et al., in [3]
investigated the existence and uniqueness of a positive solution for the
following nonlinear FDE

cDr0+u(t) = f(t, u(t)), t ∈ [0, 1] , 0 < r < 1,

u(0) = λ

∫ 1

0
u(s)ds+ d, λ ≥ 0, d ∈ R+,

(2)

where cDr0+ is the fractional derivative of order r in the sense of Caputo,
and f satisfies some appropriate assumptions. Ardjouni and Djoudi in [7]
studied the existence and uniqueness of a positive solution for a nonlinear
FDE of the type

Dr1+u(t) = f(t, u(t)), t ∈ [1, e] ,

u(1) = λ

∫ e

1
u(s)ds+ d, λ ≥ 0, d ∈ R+,

(3)
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where 0 < r < 1, Dr1+ is the Caputo-Hadamard fractional derivative of
order r, and f satisfies some suitable hypotheses.

Unfortunately, the existence of positive solutions of FDEs with gen-
eralized Caputo derivatives is still not studied until now. Motivated by
the aforementioned works, this paper mainly investigates the existence and
uniqueness of positive solutions for a more general problem involving gen-
eralized Caputo fractional derivative of the type

cDr;h
0+
u(t) = f(t, u(t)), t ∈ [0, 1],

u(0) = λ

∫ 1

0
g(s)u(s)ds+ d,

(4)

where 0 < r ≤ 1, cDr;h
0+

is the generalized Caputo fractional derivative of
order r introduced by R. Almeida [5], λ ≥ 0, d ∈ R+, h : [0, 1] −→ R+ is
a strictly increasing function such that h ∈ C1[0, 1] and h′(t) 6= 0, for all
t ∈ [0, 1], f : [0, 1]× R+ −→ R+ is continuous, and g ∈ L1([0, 1],R+).

The rest of this paper is organized as follows: In Section 2, we present
some notations, basic definitions, preliminary facts that will be used to
prove our main results. In Section 3, we establish some sufficient condi-
tions for the existence and uniqueness of positive solutions to the proposed
problem (4), then we prove those results by applying the upper and lower
solutions method and the standard fixed point theorems of Schauder and
Banach. Finally, illustrative examples of verifying our results are given in
Section 4.

2 Preliminaries

In this section, we collect some basic definitions and preliminary facts that
are useful to prove of our main results in this research article. Let [a, b] ⊂
R+ = [0,+∞). C[a, b] and Cn[a, b] be the spaces of continuous functions
and n−times continuously differentiable functions on [a, b], respectively.
Obviously, (C[a, b], ‖.‖) is a Banach space endowed with norm ‖u‖∞ =
max{|u(t)| : t ∈ [a, b]} for u ∈ C[a, b]. We denote by L1[a, b] the space of all

Lebesgue integrable functions on [a, b] with the norm ‖u‖L1 =
∫ b
a |u(s)| ds <

∞.

Definition 1. [12] Let r > 0 is a real number, h ∈ C1[a, b] an increasing
function such that h′(t) 6= 0, for all t ∈ [a, b]. For an integrable function
u : [a, b] −→ R, the generalized Riemann-Liouville fractional integral of
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order r with respect to h is defined by

Ir;h
a+
u(t) =

1

Γ(r)

∫ t

a
(h(t)− h(s))r−1h′(s)u(s)ds,

provided the right side integral is pointwise defined on (a, b), where Γ(·) is
Gamma function.

Definition 2. [12] Let r > 0 is a real, and h ∈ C1[a, b] an increasing
function such that h′(t) 6= 0, for all t ∈ [a, b]. Then for a continuous function
u : [a, b] −→ R, the generalized Riemann-Liouville fractional derivative of
order r with respect to h is given by

Dr;h
a+
u(t) = Dn;h In−r;h

a+
u(t),

where Dn;h =
[

1
h′(t)

d
dt

]n
, n = [r] + 1 and [r] denotes the integer part of r.

Definition 3. [4] Let r > 0. Given u ∈ Cn−1[a, b] and h ∈ Cn[a, b] be
an increasing function such that h′(t) 6= 0, for all t ∈ [a, b]. Then, the
generalized Caputo fractional derivative of order r with respect to h is
defined as follows

cDr;h
a+
u(t) = Dr;h

a+

[
u(t)−

n−1∑
k=0

u
[k]
h (a)

k!
(h(t)− h(a))k

]
, (5)

where u
[k]
h (t) =

[
1

h′(t)
d
dt

]k
u(t) and n = [r] + 1 for r /∈ N, n = r for r ∈ N.

In particular, when 0 < r < 1, the relation (5) takes the following form:

cDr;h
a+
u(t) = Dr;h

a+

[
u(t)− u[0]

h (a)
]
, u

[0]
h (a) = u(a).

Further, if u ∈ Cn[a, b], then for r /∈ N we have

cDr;h
a+
u(t) = In−r;h

a+
Dn;hu(t),

and for r = n ∈ N, one has

cDr;h
a+
u(t) = u

[n]
h (t).

In particular, if u ∈ C1[a, b] (0 < r < 1), we get

cDr;h
a+
u(t) = I1−r;h

a+
D1;hu(t)

=
1

Γ(1− r)

∫ t

a
(h(t)− h(s))r−1h′(s)u

[1]
h (s)ds.
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Lemma 1. [5] Let u : [a, b] −→ R. The following properties hold:

1. If u ∈ C[a, b], then
cDr;h

a+
Ir;h
a+
u(t) = u(t).

2. If u ∈ Cn−1[a, b], and u
[n]
h exists, that is, on any bounded interval of

[a, b]. Then

Ir;h
a+

cDr;h
a+
u(t) = u(t)−

n−1∑
k=0

u
[k]
h (a)

k!
(h(t)− h(a))k. (6)

In particular, if 0 < r < 1, then Ir;h
a+

cDr;h
a+
u(t) = u(t)− u(a).

Lemma 2. [2] Let r > 0, u ∈ C[a, b] and h ∈ C1[a, b]. Then for all
t ∈ [a, b],

(i) Ir;h
a+

(·) is bounded from C[a, b] to C[a, b];

(ii) Ir;h
a+
u(a) = lim

t→a+
Ir;h
a+
u(t) = 0.

Lemma 3. [4, 12] Let r, κ > 0. For a given function u : [a, b] −→ R we
have

1. Ir;h
a+
Iκ;h
a+
u(t) = Ir+κ;h

a+
u(t);

2. Ir;h
a+

[h(t)− h(a)]κ−1 = Γ(κ)
Γ(r+κ) [h(t)− h(a)]r+κ−1 ;

3. cDr;h
a+

[h(t)− h(a)]k = 0, ∀k ∈ {0, 1, . . . , n− 1}, n ∈ N.

4. cDr;h
a+
h(t) = 0 for any constant function h(t).

Definition 4. [25] Let (X, ‖.‖) be Banach space and Φ : X −→ X. The
operator Φ is a contraction operator if there is an ρ ∈ (0, 1) such that
x, y ∈ X imply

‖Φx− Φy‖ ≤ ρ ‖x− y‖ . (7)

Now, we state the fixed point theorems which enable us to prove the
existence and uniqueness of positive solutions for the problem (4).

Theorem 1. [25] (Banach fixed point theorem). Let S be a nonempty,
closed and convex subset of a Banach space X and Φ : S −→ S be a
contraction operator. Then there is a unique u ∈ S with Φu = u.



398 H.A. Wahash, S.K. Panchal, M.S. Abdo

Theorem 2. [25] (Schauder fixed point theorem). Let S be a nonempty
bounded, closed and convex subset of a Banach space X and Φ : S −→ S
be a completely continuous operator. Then Φ has a fixed point in S.

In the present work, we deal with the positive solution of the problem
(4) on [0, 1].

Definition 5. A function u ∈ C[0, 1]∩C1[0, 1] is said to be a solution of (4)

if u satisfies the equation cDr;h
0+
u(t) = f(t, u(t)), t ∈ [0, 1] with the integral

boundary conditions u(0) = λ
∫ 1

0 g(s)u(s)ds+ d.

Definition 6. A function u ∈ C[0, 1]∩C1[0, 1] is called a positive solution
of (4) if u(t) ≥ 0 for all t ∈ [0, 1] and u satisfies the problem (4).

3 Main results

In this section, we setup some adequate conditions for the existence and
uniqueness of solution to the proposed problem (4).

Before stating and proving our main results, we need the following lem-
mas:

Lemma 4. Let 0 < r ≤ 1, J = [0, 1], µ = λ
∫ 1

0 g(s)ds and σ ∈ C(J,R+).
Then u ∈ C(J,R+) is a solution of the linear problem corresponding to (4)
if and only if u satisfies the following fractional integral equation

u(t) =
d

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
σ(τ)dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)σ(s)ds, t ∈ J, (8)

where 1− µ > 0 and

Q(τ) :=

∫ 1

τ
g(s)h′(τ)(h(s)− h(τ))r−1ds.

Proof. By virtue of the definition of Ir;h
0+

and using Lemma 1, with the
integral boundary condition, one can obtain

u(t) = λ

∫ 1

0
g(s)u(s)ds+ d+ Ir;h

0+
σ(t). (9)

Set

Au := λ

∫ 1

0
g(s)u(s)ds, (10)
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Using the equations (9), (10), Fubini’s theorem, and definition of Q(τ), we
get

Au = λ

∫ 1

0
g(s)u(s)ds

= λ

∫ 1

0
g(s)

[
Au + d+ Ir;h

0+
σ(s)

]
ds

= µAu + µd+ λ

∫ 1

0
g(s)

(
1

Γ(r)

∫ s

0
h′(τ)(h(s)− h(τ))r−1σ(τ)dτ

)
ds

= µAu + µd+ λ

∫ 1

0

∫ 1

τ

g(s)h′(τ)(h(s)− h(τ))r−1

Γ(r)
σ(τ)dsdτ

= µAu + µd+ λ

∫ 1

0

Q(τ)

Γ(r)
σ(τ)dτ, (11)

which implies

Au =
µd

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
σ(τ)dτ. (12)

Substituting the value of Au into (9), we obtain (8).
Conversely, assume that u(t) satisfies equation (8). Then we apply the

operator cDr;h
0+

to both sides of equation (8), it follows from fact that cDr;h
0+

is the left inverse of Ir;h
0+

(see Lemma 1) and Lemma 3, that

cDr;h
0+
u(t) = σ(t).

Moreover, taking t → 0 in equation (8), it follows from Lemma 2, and
definition of Au that the condition of (4) is satisfied. This completes the
proof.

Lemma 5. Let h ∈ C1(J,R+). If Q(τ) =
∫ 1
τ g(s)h′(τ)(h(s) − h(τ))r−1ds

for τ ∈ J such that g ∈ L1(J,R+) and sups∈J g(s) ≤ 1, then

Q(τ)

Γ(r)
< e, for τ ∈ J and 0 < r ≤ 1.

Proof. Since h is an increasing function and h ∈ C1(J,R+), supτ∈[0,s] |h′(τ)| ≤
|h′(s)| for 0 ≤ τ ≤ s ≤ 1. It follows from direct computation that

Q(τ)

Γ(r)
=

∫ 1
τ g(s)h′(τ)(h(s)− h(τ))r−1ds∫∞

0 sr−1 exp(−s)ds
<

∫ 1
τ h
′(s)(h(s)− h(τ))r−1ds∫∞
0 sr−1 exp(−s)ds

=

∫ h(1)−h(τ)
0 sr−1ds∫∞

0 sr−1 exp(−s)ds
≤
e
∫ h(1)−h(τ)

0 sr−1 exp(−s)ds∫∞
0 sr−1 exp(−s)ds

< e.
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Now we are ready to move forward in proving our main results that
depend on the upper and lower solutions method and fixed point techniques
of Schauder and Banach.

3.1 Existence of positive solution

Let X = C(J,R+) be the Banach space of all real-valued continuous fun-
cions defined on the compact interval J endowed with the maximum norm.
Define the cone

E = {u ∈ X : u(t) ≥ 0, ∀t ∈ J} .

We express (8) as
u(t) = (Φu)(t),

where the operator Φ : E −→ E defined by

(Φu) (t) =
d

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
f(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)f(s, u(s))ds. (13)

In the sequel, we need the following lemma:

Lemma 6. Assum that f : J×R+ → R+ is continuous. Then the operator
Φ : E −→ E is compact.

Proof. By taking into account that f and h are continuous nonnegative
functions, we get that Φ : E −→ E is continuous. The function f : J ×
Bη −→ R+ is bounded, then there exists ρ > 0 such that

0 ≤ f(t, u) ≤ ρ,

where Bη = {u ∈ E : ‖u‖ ≤ η}. Hence, we obtain

|(Φu) (t)| =

∣∣∣∣ d

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
f(τ, u(τ))dτ + Ir;h

0+
f(t, u(t))

∣∣∣∣
≤ d

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
|f(τ, u(τ))| dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s) |f(s, u(s))| ds

≤ d

1− µ
+

λρe

1− µ
+

(h(t)− h(0))r

Γ(r + 1)
ρ,
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which implies

‖Φu‖ ≤ d

1− µ
+

λρe

1− µ
+

(h(1)− h(0))r

Γ(r + 1)
ρ.

Hence Φ(Bη) is uniformaly bounded.
Now, we prove that Φ(Bη) is equicontinuous. Let u ∈ Bη, and t1, t2 ∈ J

with t1 < t2. Then we have

|(Φu) (t2)− (Φu) (t1)|

=

∣∣∣∣ 1

Γ(r)

∫ t2

0
(h(t2)− h(s))r−1h′(s)f(s, u(s))ds

− 1

Γ(r)

∫ t1

0
(h(t1)− h(s))r−1h′(s)f(s, u(s))ds

∣∣∣∣
≤ 1

Γ(r)

∫ t1

0

[
(h(t1)− h(s))r−1 − (h(t2)− h(s))r−1

]
h′(s) |f(s, u(s))| ds

+
1

Γ(r)

∫ t2

t1

(h(t2)− h(s))r−1h′(s) |f(s, u(s))| ds

≤ 2ρ

Γ(r + 1)
(h(t2)− h(t1))r.

It follows from continuity of h that |(Φu) (t2)− (Φu) (t1)| → 0 as t2 −→ t1.
Thus, the operator Φ is equicontinuous in Bη. So, the compactness of Φ
follows by Ascoli Arzela’s theorem.

Now for any u ∈ [a, b] ⊂ R+, we define respectively the upper and lower
control functions as follows:

H(t, u) = sup
a≤v≤u

f(t, v), and H(t, u) = inf
u≤v≤b

f(t, v). (14)

It is clear that these functions are non-decreasing on [a, b] and H(t, u) ≤
f(t, u) ≤ H(t, u).

Definition 7. Let u, u ∈ E , a ≤ u ≤ u ≤ b satisfy

cDr;h
0+
u(t) ≥ H(t, u(t)), u(0) ≥ λ

∫ 1

0
g(s)u(s)ds+ d,

or

u(t) ≥ d

1− µ
+

λ

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
H(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(s, u(s))ds, t ∈ J,
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and
cDr;h

0+
u(t) ≤ H(t, u(t)), u(0) ≤ λ

∫ 1

0
g(s)u(s)ds+ d,

or

u(t) ≤ d

1− µ
+

λ

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
H(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(s, u(s))ds, t ∈ J.

Then the functions u(t) and u(t) are called a pair of upper and lower solu-
tions for problem (4).

Theorem 3. Let f : J ×R+ → R+ be a continuous. Assume that u and u
are respectively upper and lower solution of (4), then the problem (4) has
at least positive solution in X. Moreover, u(t) ≤ u(t) ≤ u(t), t ∈ J .

Proof. Let K = {u ∈ E , u(t) ≤ u(t) ≤ u(t), t ∈ J}. As K ⊂ E and K
is nonempty, bounded, closed and convex subset, Lemma 6 shows that
Φ : K −→ K is compact. Next, we show that if u ∈ K, we have Φu ∈ K.
For any u ∈ K, we have u ≤ u ≤ u. Hence

(Φu) (t) =
d

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
f(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)f(s, u(s))ds

≤ d

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
H(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(s, u(s))ds

≤ u(t), (15)

and

(Φu) (t) =
d

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
f(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)f(s, u(s))ds

≥ d

1− µ
+

λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
H(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(s, u(s))ds

≥ u(t). (16)
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From (15) and (16), we conclude that u(t) ≤ Φu(t) ≤ u(t), t ∈ J . Thus,
Φu ∈ K that is Φ : K → K. In view of the above steps and Theorem 2,
there exists a fixed point u in K. Therefore, the problem (4) has at least
one positive solution u in X and u(t) ≤ u(t) ≤ u(t), t ∈ J .

Corollary 1. Assume that f : J×R+ → R+ is continuous, and there exist
λ2 ≥ λ1 > 0 such that

λ1 ≤ f(t, u) ≤ λ2 for all (t, u) ∈ J × R+. (17)

Then the problem (4) has at least a positive solution u ∈ X. Moreover

λ1
(h(t)− h(0))r

Γ(r + 1)
+ d ≤ u(t) ≤ λ2

(h(t)− h(0))r

Γ(r + 1)
+ d (18)

and

u(t) ≤ d

1− µ
+

λλ2

1− µ

∫ 1

0

Q(τ)

Γ(r)
dτ +

λ2(h(t)− h(0))r

Γ(r + 1)
, (19)

u(t) ≥ d

1− µ
+

λλ1

1− µ

∫ 1

0

Q(τ)

Γ(r)
dτ +

λ1(h(t)− h(0))r

Γ(r + 1)
. (20)

Proof. Case (i) If λ = 0, then from (17) and definition of control functions,
we have

λ1 ≤ H(t, u) ≤ H(t, u) ≤ λ2 (21)

Now, we consider the following FDE

cDr;h
0+
u(t) = λ2, u(0) = d. (22)

In view of Lemma 4, the equation (22) has a positive solution

u(t) =
λ2

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)ds+ d

=
λ2(h(t)− h(0))r

Γ(r + 1)
+ d. (23)

Taking into account (21), we have

u(t) ≥ 1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(s, u(s))ds+ d.

It is clear that u is the upper solution of (4). Also, we consider the following
FDE

cDr;h
0+
u(t) = λ1, u(0) = d,
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which has also a positive solution (due to Lemma 4)

u(t) =
λ1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)ds+ d

=
λ1(h(t)− h(0))r

Γ(r + 1)
+ d. (24)

By (21) and the same way that we used to reach the upper solution, we get

u(t) ≤ 1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(s, u(s))ds+ d.

Therefore, u is the lower solution of (4). An application of Theorem 3
yields that the problem (4) has at least one positive solution u(t) ∈ X
which satisfies the inequality (18).

Case (ii) λ > 0. Let

cDr;h
0+
u(t) = λ2, u(0) = λ

∫ 1

0
g(s)u(s)ds+ d. (25)

The equation (25) has a positive solution

u(t) =
d

1− µ
+

λλ2

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
dτ +

λ2(h(t)− h(0))r

Γ(r + 1)
.

Indeed, the problem (25) is equivalent to the following fractional integral
equation

u(t) = λ

∫ 1

0
g(s)u(s)ds+ d+ Ir;h

0+
λ2. (26)

Set Au := λ
∫ 1

0 g(s)u(s)ds. By the same arguments used in (11), we obtain

Au =
µd

1− µ
+

λλ2

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
dτ. (27)

where µ, and Q(τ) as in Lemma 4. Hence, the equation (26) becomes

u(t) = Au + d+ Ir;h
0+
λ2

=
d

1− µ
+

λλ2

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
dτ

+
λ2

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)ds

=
d

1− µ
+

λλ2

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
dτ +

λ2(h(t)− h(0))r

Γ(r + 1)
. (28)
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On the other hand, we can verify that u(0) = λ
∫ 1

0 g(s)u(s)ds+ d. In fact,
taking t→ 0 in (28) then using (27), it follows that

u(0) =
d

1− µ
+

λλ2

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
dτ

=
d

1− µ
− µd

1− µ
+

µd

1− µ
+

λλ2

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
dτ

= d+Au

= d+ λ

∫ 1

0
g(s)u(s)ds.

Taking into account (21), we have

u(t) ≥ d

1− µ
+

λ

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
H(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(s, u(s))ds.

It is clear that u is the upper solution of (4). Now let

cDr;h
0+
u(t) = λ1, u(0) = λ

∫ 1

0
g(s)u(s)ds+ d.

which has also a positive solution

u(t) =
d

1− µ
+

λλ1

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
dτ

+
λ1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)ds

=
d

1− µ
+

λλ1

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
dτ +

λ1(h(t)− h(0))r

Γ(r + 1)
.

By (21) and the same way that we used to reach the upper solution, we
obtain

u(t) ≤ d

1− µ
+

λ

(1− µ)

∫ 1

0

Q(τ)

Γ(r)
H(τ, u(τ))dτ

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(s, u(s))ds.

Therefore, u is the lower solution of (4). An application of Theorem 3
shows that the problem (4) has at least one positive solution u(t) ∈ X
which verifies the inequalities (19) and (20).
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Theorem 4. Let a is a positive constant. Assume that f(t, u) : J ×R+ →
[a,+∞) is continuous and g : J → R+ with g ∈ L1(J,R+) and µ∗ =∫ 1

0 g(s)ds < +∞. If

a < lim
u→+∞

max
0≤t≤1

f(t, u)

u
< +∞, (29)

then the problem (4) has at least one positive solution u(t) ∈ C([0, σ],R+)∩
C1([0, σ],R+) where 0 < σ < 1.

Proof. According to assumption (29), there there exist Mf > 0 and cf > 0
such that for any u(t) ∈ X, we have

f(t, u(t)) ≤Mfu(t) + cf .

By the definition of control function, we have

H(t, u(t)) ≤Mfu(t) + cf . (30)

On the other hand, we consider the following FDE

cDr;h
0+
u(t) = Mfu(t) + cf , 0 < r < 1, 0 ≤ t ≤ 1. (31)

According to Lemma 4, the equation (31) is equivalent to the following
fractional integral equation

u(t) = d+λ

∫ 1

0
g(s)u(s)ds+

1

Γ(r)

∫ t

0
(h(t)−h(s))r−1h′(s) [Mfu(s) + cf ] ds.

Let Φ∗ : E −→ E be an operator defined by

(Φ∗u) (t) = d+ λ

∫ 1

0
g(s)u(s)ds

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s) [Mfu(s) + cf ] ds. (32)

Now, we show that Φ∗ : E −→ E is compact.

First, the operator Φ∗ : E −→ E is continuous from the continuity of h(t)
and hypothesis of g(t) with the Lebesgue dominated convergence theorem.

Next, let S ⊂ E be bounded, that is, there exists a positive constant R
such that ‖u‖ ≤ R for any u ∈ S, and setting

Lf := max
(t,u)∈[0,1]×R

f(t, u(t)) + 1.
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Then, for any u ∈ S and t ∈ [0, σ], we have

|(Φ∗u) (t)| ≤ d+ λ

∫ 1

0
g(s) |u(s)| ds

+
1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s) [Mf |u(s)|+ cf ] ds

≤ d+ λµ∗R+
(h(σ)− h(0))r

Γ(r + 1)
[MfR+ cf ] := `.

Thus ‖Φ∗u‖ ≤ `. Hence, Φ∗(S) is uniformly bounded. Finally, we prove
that Φ∗(S) is equicontinuous. For each t ∈ [0, σ] and using (32), we can
estimate the operator derivative as

∣∣(Φ∗u)′ (t)
∣∣ ≤ 1

Γ(r − 1)

∫ t

0
h′(s)(h(t)− h(s))r−2 [Mf |u(s)|+ cf ] ds

≤ (h(σ)− h(0))r−1

Γ(r)
[Mf ‖u‖+ cf ] .

Hence, for each t1, t2 ∈ [0, σ] with 0 < t1 < t2 < σ and for u ∈ S, we get

|Φ∗u(t2)− Φ∗u(t1)| =

∫ t2

t1

∣∣(Φ∗u)′ (s)
∣∣ ds

≤ (h(σ)− h(0))r−1

Γ(r)
[MfR+ cf ] |t2 − t1| .

So, we can deduce that the right hand side tends to zero as t2 → t1. Thus,
|Φ∗u(t2)− Φ∗u(t1)| → 0 as t2 → t1, that is, the family {Φ∗u; u ∈ S} is
equicontinuous. The Arzela-Ascoli Lemma implies that Φ∗ is compact.

To apply Schauder’s fixed point theorem, we need to verify that there
exists a closed convex bounded subset in Bζ ⊂ C([0, σ],R+) such that
Φ∗Bζ ⊂ Bζ . To this end, we define

Bζ =

{
u(t) ∈ E ,

∥∥∥∥u− (h(t)− h(0))r

Γ(r + 1)
cf

∥∥∥∥ ≤ ζ < +∞
}
,

with ζ ≥ max {2A, 2B}, where

A := d+

[
λµ∗ +Mf

(h(σ)− h(0))r

Γ(r + 1)

]
(h(1)− h(0))r

Γ(r + 1)
cf

and

B :=

[
λµ∗ +Mf

(h(σ)− h(0))r

Γ(r + 1)

]
< 1. (33)
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Clearly, Bζ is convex, bounded, and closed subset of the Banach space
C([0, σ],R+) where 0 < σ < 1. Then for any u ∈ Bζ , we have

‖u‖ ≤ (h(t)− h(0))r

Γ(r + 1)
cf + ζ ≤ (h(σ)− h(0))r

Γ(r + 1)
cf + ζ ≤ (h(1)− h(0))r

Γ(r + 1)
cf + ζ.

Thus∥∥∥∥Φ∗u− (h(t)− h(0))r

Γ(r + 1)
cf

∥∥∥∥ ≤ d+ λµ∗
[

(h(1)− h(0))r

Γ(r)
cf + ζ

]
+Mf

(h(t)− h(0))r

Γ(r + 1)

[
(h(1)− h(0))r

Γ(r + 1)
cf + ζ

]
≤ d+

[
λµ∗ +Mf

(h(σ)− h(0))r

Γ(r + 1)

]
(h(1)− h(0))r

Γ(r + 1)
cf

+

[
λµ∗ +Mf

(h(σ)− h(0))r

Γ(r + 1)

]
ζ

= A+Bζ ≤ ζ.

An application of Schauder’s fixed point theorem shows that there exists
at least a fixed point, and then (31) has at least one positive solution u∗(t),
where 0 < t < σ. Therefore, we have

u∗(t) = d+ λ

∫ 1

0

g(s)u∗(s)ds+
1

Γ(r)

∫ t

0

(h(t)− h(s))r−1h′(s) [Mfu
∗(s) + cf ] ds.

Combining condition (30), we get

u∗(t) ≥ d+ λ

∫ 1

0
g(s)u∗(s)ds+

1

Γ(r)

∫ t

0
(h(t)− h(s))r−1h′(s)H(t, u∗(s))ds.

Obviously, u∗(t) is the upper solution of the problem (4), and

v∗(s) = d+ λ

∫ 1

0
g(s)v∗(s)ds+ Ir;h

0+
(a)

= d+ λ

∫ 1

0
g(s)v∗(s)ds+

a(h(1)− h(0))r

Γ(r + 1)
> 0

is the lower solution of the problem (4). By Theorem 3, the problem (4)
has at least one positive solution u(t) ∈ C([0, σ],R+), where 0 < σ < 1 and
v∗(t) ≤ u(t) ≤ u∗(t).
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3.2 Uniqueness of positive solution

In this subsection, we shall prove the uniqueness of positive solution by
using the Banach fixed point theorem.

Theorem 5. Let f : J × R+ → R+ be a continuous function that satisfy
the following Lipschitz type condition

|f(t, u)− f(t, v)| ≤M |u− v| , (34)

where t ∈ J, u, v ∈ R+ and M > 0. Then the problem (4) has a unique
positive solution u ∈ C(J,R+), provided that

Λ :=

(
λe

1− µ
+

(h(1)− h(0))r

Γ(r + 1)

)
M < 1, (35)

where µ = λ
∫ 1

0 g(s)ds and 1− µ > 0.

Proof. From Theorem 3, it follows that (4) has a least one positive solution
in K. Hence, we need only to prove that the operator Φ defined in (13) is
a contraction mapping on K. In fact, since for any u, v ∈ K, (34) and (35)
are verified, then we have

|Φu(t)− Φv(t)| ≤ λ

1− µ

∫ 1

0

Q(τ)

Γ(r)
|f(τ, u(τ))− f(τ, v(τ))| dτ

+
1

Γ(r)

∫ t

0

(h(t)− h(s))r−1h′(s) |f(s, u(s))− f(τ, v(τ))| ds

≤ λ

1− µ
eM ‖u− v‖+

(h(t)− h(0))r

Γ(r + 1)
M ‖u− v‖

≤
(

λe

1− µ
+

(h(t)− h(0))r

Γ(r + 1)

)
M ‖u− v‖

≤ Λ ‖u− v‖ ,

which implies
‖Φu− Φv‖ ≤ Λ ‖u− v‖ .

As Λ < 1, the operator Φ is a contraction mapping and by Banach fixed
point theorem, there exists a unique fixed point u ∈ K such that Φu(t) =
u(t). Therefore u is the unique positive solution to the problem (4) on
J .

4 Examples

In this section, we present some examples to illustrate our results.
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Example 1. Consider the following fractional problem

cD
1
2
,2t

0+
u(t) =

1

10
(|sinu(t)|+ 1) , t ∈ [0, 1], (36)

u(0) =

∫ 1

0
su(s)ds+ 1,

where r = 1
2 , , λ = d = 1. Set f(t, u) = 1

10 (|sinu|+ 1) and g(t) = t. Now,
we show that (34) and (35) are satisfied. In fact, for any u, v ∈ R+ and
t ∈ [0, 1] we have

|f(t, u)− f(t, v)| ≤ 1

10
|sinu− sin v| ≤M |u− v| .

Set h(t) = 2t for all t ∈ [0, 1]. By a direct calculation, we can get

Λ :=

(
λe

1− µ
+

(h(1)− h(0))r

Γ(r + 1)

)
M

=

(
2e

1
+

1

Γ(3
2)

)
1

10
=

1

5
e+

1

5
√
π
< 1.

Also,

1− µ = 1−
∫ 1

0
sds =

1

2
> 0.

Therefore, all conditions of Theorem 5 are satisfied. Hence the problem
(36) has a unique positive solution on [0, 1].

Example 2. Consider the following fractional problem{
cDr;h

0+
u(t) = f(t, u(t)), t ∈ [0, 1],

u(0) = λ
∫ 1

0 g(s)u(s)ds+ d,
(37)

(i) Consider r = 1
2 , λ = d = 1,

f(t, u) = 1 +
4u[

1 + cos( 1
u)
] ,

g(t) = t, and h(t) = 1
40

√
t+ 1, for all t ∈ [0, 1]. We show that (29) and (33)

are satisfied. In fact, for any u ∈ R+ and t ∈ [0, 1] we have

1 ≤ lim
u→+∞

max
0≤t≤1

f(t, u)

u
= lim

u→+∞

(
1

u
+

4

(1 + cos( 1
u))

)
= 2 < +∞,
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and

f(t, u) ≤ 1 + 2u = cf +Mfu.

A simple computation showed µ∗ = 1
2 and B ≈ 0.7 < 1. With the use

of Theorem 4, the problem (37) with hypotheses (i) has at least positive
solution u(t) ∈ C([0, 1

2 ],R+) (σ = 1
2).

(ii) Consider r = 1
2 , d = 1, f(t, u) = 4

7 (t |sinu|+ 1) , g(t) = t, and
h(t) = E 1

2
(t), for all t ∈ [0, 1]. Now, since f is continuous and

4

7
≤ f(t, u) ≤ 8

7
, for all (t, u) ∈ [0, 1]× R+.

Case 1. if λ = 0. then the problem (37) with hypotheses (ii) has a
positive solution which verifies u(t) ≤ u(t) ≤ u(t) where

u(t) =
λ2(h(t)− h(0))r

Γ(r + 1)
+ d =

8

7Γ(2
3)

√
E 1

2
(t)− 1 + 1,

and

u(t) =
λ1(h(t)− h(0))r

Γ(r + 1)
+ d =

4

7Γ(2
3)

√
E 1

2
(t)− 1 + 1,

are respectively the upper and lower solutions of the problem (37). Thus,
Theorem 3 can be applied to the problem (37).

Case 2. If 0 < λ < 1, then the problem (37) with hypotheses (ii) has a
positive solution which verifies u(t) ≤ u(t) ≤ u(t) where

u(t) =
d

1− µ
+

λλ2

1− µ

∫ 1

0

Q(τ)

Γ(r)
dτ +

λ2(h(t)− h(0))r

Γ(r + 1)

=
1

1− λ
2

+
8λ

1− λ
2

4

9
√
π

+
16
√
t

7
√
π
,

and

u(t) =
d

1− µ
+

λλ1

1− µ

∫ 1

0

Q(τ)

Γ(r)
dτ +

λ1(h(t)− h(0))r

Γ(r + 1)

=
1

1− λ
2

+
4λ

1− λ
2

4

9
√
π

+
8
√
t

7
√
π
,

where h(t) = t, for all t ∈ [0, 1],

Q(τ) =

∫ 1

τ

s√
s− τ

ds =
2

3
(2τ + 1)

√
1− τ ,
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and ∫ 1

0

Q(τ)

Γ(r)
dτ =

28

9
√
π
.

Thus, Theorem 3 can be applied to the problem (37).

Remark 1.

1. Our obtained results correspond to those for

i) a nonlinear Riemann-Liouville-type fractional differential equation
(1) if we set h(t) = t and λ = d = 0, see [13];

ii) a nonlinear Caputo-type fractional differential equation (2) if we
set h(t) = t and g(s) ≡ 1, see [3];

iii) a nonlinear Caputo-Hadamard-type fractional differential equa-
tion (3) if we set h(t) = log(t) and g(s) ≡ 1, see [7].

2. The corresponding problems involving Caputo-Katugampola-type [11]
and Caputo-Hadamard-type [10] appear as a special case of our pro-
posed problem for h(t)→ tρ, ρ > 0, and h(t)→ log(t), respectively.

5 Conclusion

The existence and uniqueness of positive solutions for the generalized frac-
tional differential equations (4) are investigated via the upper and lower
solution method and the fixed point theorem in a cone. To derive the ap-
propriate formula for the positive solution for the problem at hand is very
important. The advantages of the problem considered and the importance
of obtained results have been provided in the introduction section. It is
the first work concerning results on positive solutions of generalized Ca-
puto fractional differential equations. The main contribution of the work
is to concentrate our attention on the existence and uniqueness of positive
solutions of the more general proposed problem (4) which involving gener-
alized version of the Caputo type fractional derivative. Moreover, we built
the upper and lower control functions of the nonlinear term without any
monotone requirement except the continuity.
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