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Abstract.This paper introduced a novel approach for resolving fractional partial differential equations.
The time fractional nonlinear Burgers equation of order kK was solved to illustrate the efficacy of the
technique, where x € (0, 1]. The quintic B-spline method facilitated spatial partitioning, while the finite
difference method addressed the fractional Caputo derivative, which simulates anomalous diffusion pro-
cesses influenced by memory effects. The proposed methods stability is demonstrated utilizing the von
Neumann technique; it has been shown to be unconditionally stable. Additionally, a convergence study is
shown, demonstrating that the approach exhibits uniform convergence of (y4* + 6(An?)). We validated
the methods correctness through numerical tests by comparing it with the exact solution and alternative
numerical methods. Based on L? and L™ error norms, the quintic B-spline approach exhibits improved
convergence rates and reduced computing costs.

Keywords: Quintic B-spline method, finite difference techniques, Caputo time-fractional derivative, Burgers equa-
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1 Introduction

Due to the fact that fractional differential operators have non-local properties while classical differential
operators have local properties, the fractional calculus has grown significantly in recent years and is
better able to describe real-life phenomena [31]. The significance of differential equations of fractional
order has been demonstrated in recent years by researchers modeling scientific and engineering problems
in a variety of demanding phenomena, such as the predator-prey food chain system [2], the unsteady fluid
flow in a rotating annulus region, the non-linear oscillation of an earthquake, the unsteady rotational flow
of a second-grade fluid, neutral differential systems with state-dependent delay [30], seepage flow in
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porous media [ 1 1], fluid dynamic traffic models [ 10], the spatial diffusion of biological populations [32],
dynamical models of happiness [34], the magnetohydrodynamic flow and heat transfer model [5]. Recent
years have seen a greater interest in fractional differential equations due to its use in many scientific and
engineering fields [21,22,25, 38, 39]. In actuality, we may more precisely and accurately simulate a
wide range of phenomena, such as fluid mechanics, viscoelasticity, chemistry, physics, economics, and
other sciences, applying a range of methods from fractional calculus, which is the study of fractional
order integrals and derivatives [7]. One of the main advantages of fractional derivatives is their ability
to encapsulate the genetic properties of a phenomenon or memory, and to replicate a not small set of
physical and geometric phenomena, which means that they enjoy a higher degree of freedom compared
to classical derivatives [14, 18, 19,23]. Many scholars are interested in creating or putting into practice
a rigorous strategy for the analytical and numerical analysis of the behavior of fractional order models,
given the increasing attention being paid to problems based on these models that arise in science and
engineering. Numerous analytical and numerical methods including the new integral transform approach
for homotopy perturbation are available in the literature to solve the fractional order model [29]. In fluid
dynamics for diffusive waves, Burgers equation is a nonlinear equation. There are many issues that
can be addressed by the burgers equation such as, in a material with limited electrical conductivity,
magnetohydrodynamic waves, shock waves in a viscous medium, one-dimensional sound waves in a
viscous medium, turbulence, etc [0, 8]. We examine the time fractional nonlinear Burgers equation
(TFNBE) in this study [22] as follows:

K 2
ZEe e S W o, () €lea x 0.7),
A0 =), Leled]

z(e,n)=n(n) and z(d,n)=n(n),

ey

where v is a viscosity parameter, § € [¢,d],n €[0,T],g({,n): [c,d] x[0,T] — R,and & :[c,d] — R.
We need to define the fractional derivative [15]

3KZ(C777) _ 1 n anZ(C7S) n—x—1
anK _F(n—K)/c 8Sn (77_5) dS, (2)
where the Gamma function [260] is
T(n— ) :/Ow e de, (R(x) > 0). 3)

One of the key equations in physics and engineering is the Burgers equation. Due to its superior ability to
describe many phenomena within a frame of reference such as, turbulence problems, nonlinear acoustic
waves, plane waves, shock waves, lattice gas issues, and traffic flow [3, 30, 36]. This equation plays an
effective role in the field of oceanography, which falls under fluid mechanics [24]. Therefore, Burgers
equation has been of interest to many researchers. Numerous analytical and numerical techniques have
been proposed to solve Burgers equation [22,30]. The TENBE is produced by substituting a real number
Kk, where k € (0, 1], for the exponent of the one derivative of time in the one-order partial differential
equation [37]. To solve fractional time differential equations, some researchers use the B-spline method
[23]. Its high flexibility, enables us to identify the solution at each node. Thus, we obtain a system written
in the form of matrices, which makes it easier for us to find the solution using the computer. Using finite
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differences the fractional derivative of time is approximated which is defined

255

using Caputo definition

and the aim is to solve TFNBE and approximate the solution and its derivatives with respect to { by
the quintic B-spline (QNBS) method. In Section 2 an outline of how the solution for { is approximated
using numerical method is given. The suggested methodology’s numerical implementation is explained
in Section 3. Section 4 deals with the stability analysis. In Section 5, convergence is studied, while

Section 6 analyzes numerical data using context-giving examples. Finally in
with our findings and future directions.

2  An formulation of the ONBS method

Section 7, we conclude

To determine a solution of TFNBE, we apply a OQNBS method where, we impose the partition A : ¢ =

{ <& <& < ... <1 < & =d on endowed interval [c,d] such that h = <

and §; = c+ih, n is the

mesh size of Aandi=0,1,2,...,n. We now define QNBS in the following format [ 1]

(§—Gi3) if &3 <{ <G,
W +5h*(§ = Gim2) + 100° (§ = §i2)* +100°(§ — §i0)°
+5h(8 = Gia)* =5(8 — Gia), if G2 <8<,
261° +50h*(§ — §i1) +208% (§ — §i—1)* = 200°(§ — Gim1)?
—20h(§ = Gi1)*+10(§ = Gi1)?, if g1 <f<G,
Bi(() = - 26h° +50h*(&iv1 — &) +20R3 (G — )% — 202 (&1 — §)? @
S ~20h(Gie1 = §)* +10(Gis1 — £, it G < ¢ <G,
B +5h%(Giva — §) + 108 (§ya — §)* + 10K (G2 — §)°
+5h(Giva = §)* = 5(Gir2 — €, if G1 <8< Gipo,
(Girz—¢)°, if G2 < 8 < Giys,
0, otherwise.
We first begin by writing the approximate solution as follows [1]:
n+2
{&m) =Y a(mBi(f), )

i=—2

where B;({) is a QNBS functions, 2{ =2({i,n;) is approximate solution, j =0, I,

and (iggg){ represented by the following formulas:

2{ = C{_z + 26(:{_1 + 66c{ + 26(:{Jrl + clj_ﬂ,
T e Y
(20)] = =592 — 50591 45091 4552
(2¢c) = 2092 +40%E — 120 +40%5 +20%22
4% " " h? n? h

coym. S0 2, (20)], (Bee)]

(6)

Table 1 shows the solution values and their derivatives at the nodes using the ONBS method. These

values will be used to solve TENBE.
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Table 1: The values of B;({) and their derivative
CI?Z Ci*l Ci Ci+1 Ci+2 Ci+3

B; 1 26 66 26 1 0

/ =5 —50 50 5

B; T h 0 h h 0
" 20 40 120 40 20

B % ®» ~® w® w 0

3 Time discretization formulation

In this section, we will approximate the fractional derivative using the Caputo’s definition, and using
forward differences to approximate the first derivative of 11 [33]. Accordingly, the term % will be
approximated as follows:

aKz(Caanrl) o 1 ibv[z(c’nﬂ»lfv)_2(Canj7V))]+ j+1. (7)

an*  T(2—«k) = AnK

In (7) eJ 15 the truncation error, so
1
ey <o(an?), ®)

where, An =1 1, = jAn, j=0(1)mand b, = (v+1)*>% — v>~¥ such that
bo=1and by >0, v=0,1,2,...., j,

bo=by = ... = by, by >0 as v — oo, 9)
{,:O(bv—bv—o-l)“‘bj-i-l = (l —b1)+2<,;11(bv—bv+1)+bj =1.

Now, substituting (7) in (1) we obtain

1 J Z s Nj+1—v -z s j—v 9z s I j 82A ) '
—— v;obv[z(c Nj+1 A)nKZ(C n ))]‘FZ(C,THH) Z(Cangrl) ., Z(gg;zl“) eComi). (10)

Suppose that /! = 2(8,nj41), B = m and g/ = g({,n;41). The equation (10) can be ex-
pressed in this way:

A,+1aZ 32 sj+1

zj+1 Iy _ _ 1+1 v _zi-v j+1
Bz — B2+ PT§ va2 [SZb ] +g/th (11)

Since . ‘ ‘
182”'1 ,-82’“ laz ,j 9% 0%/

e =z e +3/ ﬁ—z e (12)
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(11) can be written as follows:

07 | 0 et ou Y sy it
ot V¥ or o TVt ﬁva BT 13

Be/tt —pe+2/

where, j = 0(1)m. By substituting (6) into (13), the following system is obtained:

5 20 sol 40 120

B 1+12_vh2] J+1 [26[3—71 26lz—vh2] J+l+[66[3+66lz+v 2
5011 40, . 50 20

+[26B+= 7 +26L—vo el H B+t vl g

] J+1

J .
=BLi+LL—-B Z by(lz — 1) +gj+l,
v=1

where

I —c 2—}—260 1+66c]+26cl+1+cl+2,

12:—5(’1']12 50 ’h1+50 ’;1 +5 l*z
T 26c/ " - 66¢] V+‘+26cf eyt
\%

Lh=cl" —1—260{__1‘/ + 66cl- —|—26ciJrl {+2
There are (n+ 1) equations and (n+5) unknowns in the above system above. Therefore, we need to add
two equations using the boundary conditions (1) as follows:
! 2—|—26c 1—|—66co—|—26cl—i—62—0 (15)
Cp_ 2+26cn | + 660} +26¢] . +Cn+2 =0.

The Pseudoinverse approach [9] will be used to solve the problem in this instance since there will be one
more unknown than equations. We must determine the values of c{ when j = 0 before we can solve (14),
and we do this by applying the initial condition (1)as follows:

() = &) i=0,
0 =u(g,0)=&(),i=0,1,2,...n (16)
(29)§ = %é(Ci)ai =n

The final result is a system that can be written as follows:
HC® = 6, (17)

where H, C°, and § are follows:
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2 2 0 2 3 0 0 0 0
1 2 66 26 1 ... 0 0 0 0
0 1 2666 2 1 .. 0 0 0
H= )
0 0 0 1 26 66 26 1
0 o0 2 3 o0 2 2

57 = [£E(&G) E@) &@) . EG) &)

0 T
(C )T:[c92 091 08 c2 ch 02+2] ,

system (17) has (n+5) of unknowns and (n+ 3) equations.

4 Stability

The stability of suggested technique is carried out using Von Neumann stability analysis [33, 35]. First
linearize the non-linear term in equation (11) by supposing

aﬁj—i-l azj—H
ot~ ac

aj+1

we obtain
82]+1 8221+1

‘ , J ‘ , .
BT P ragp v = =B Y [T = g (18)
v=0
It calls for imposing the error in the following way:
A =¢ —&, k=012..n j=012..,m, (19)

where 8,{ is the Fourier mode’s growth factor and its approximation is E‘,{ . When the error disappear as
the computation progresses, the numerical scheme is stable. Let g(£,n) = 0, and hence from (18) and
(19), we derive the roundoff error equation:

. . . . . At 1 J+l 11
B +262)% + 664 +26275 + AL5) +a(~57EF 507 4 50 4502 )
A/ A/ Al A Al
—v(20=52 140721 1207 4407 2072
V(2055 44075 2t T 72 ) (20)

=B(AL 5 +264 | + 6617 +264]  +24/,) =B Y bu[(A +2627 ! + 662/
v=0

F2600 T AT — (A 264 6627V 42640 + A0
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The boundary conditions of the equation (20) are

A =hm), Al =ha(n), j=0,1,2,....m, 1)
and the initial conditions are
=a(l), k=0,1,2,...n. (22)
Define the grid function
, Al —h <G4t k=0(1)n
0, c<§<§ord—§<é’<d.

The Fourier series of A/({) is

MQ)= Y Luwewa, j=0(1)m, (24)
u:—oo
where
—12
) = s [0 ag, 25)
Letkj:[llj,)l,zj, ....... ,lrfil]T,andintroduce the norm [13]
' N ) 4 i
1= CE WA = ([ 13Pac)t. 26)
= ¢

By using Parseval’s equality [4], it is clear that [ |)ij\2dé: = Yo |G/ ().

Consequently, the following relationship is obtained:

127117 = Z &7 (u 27)

IJ——oo

Now,we assume that 7ij = 1/e/Pkh s the solution of equations (19)-(22),where i € C and p € R.
Thus, we can write equation (20) as follows:

B! [ Ph=2h | p6oip(k=Dh | g6 oipkh 4 g ip(ktDh 4 eip(k+2)h]
+ 4 it [_ SeiP(k=2h _ 504ip(k=D)h 50 ip(k+Dh 56ip(k+2)h]
h

- %r”l [207*2)" 4 4077 D1 — 120677 1 407 E DN 4 20 PR 2]
:B Tj [ ip(k—2)h + 26eip(k—])h + 66eipkh + 26eip(k+])h + eip(k+2)h:|

_Bbl,vj[ ip(k—2)h +26ezp(k 1)h +66€lpkh+26€1p(k+1)h+eip(k+2)h}

(28)

_ﬁ Z bv+bv+1 TJ V[ ip(k—2)h +26elp(k 1)h +66elpkh+26elp(k+l) _|_elp(k+2)h:|
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We divide system (28) on ePkh 5o we obtain

: 1-bi)p1 pi = -
ol = ( T+ by —byi1)T/ 7. (29)
pP1+p2—p3 pP1+p2—p3 \;( vbvn)

where ‘ . . .
p1=e 2" 126e" " 466+ 26¢" + 27",

—5a —2iph 50a —iph 50a iph 5a 2iph
pr=——€ —— € —e - ,
h h h h
20 _,; 40 _; 120 40 20 5.
p3= ﬁe 2iph + ﬁe iph ﬁ h2 zph + ﬁemph'
Lemma 1. If ©/ is a solution of (29), then j=0(1)m.

Proof. We prove the result by induction, for j = 0, equation (29) implies

1—
|’L'1|: ( bl)pl |TO|.

P1+p2—p3
Since p; = —775“(2"”’1 — %e"‘ph + %ei”h + %"e””h and by the appropriate choice of the value of a,
where a is arbitrary constant we have
S E— <1. (30)
pP1t+p2—p3
From (9) we obtain
(1—by) < 1. 31
Hence from (30) and (31) one get
ot < |7°.

Now, suppose |7/| < |7°|, j =0(1)m — 1. Using equation (29) one has

ety = PP o P (e
P1+p2—p3 P1+p2—Dp3 o
This implies
[ < (1-by) IT’HZ —bys1)|TY].
From (9) we get
1T < |19). O

Theorem 1. A system (14) is unconditionally stable .

Proof. Lemma 1 and (27) allow us to proceed to ||A/||2 < ||A%||2, j=0,1...,m. This suggests uncondi-
tionally stability of system (14). OJ
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5 Convergence of the ONBS method

The convergence of the ONBS schemes is explained in this section. We start by outlining some of the
key conditions for the proof.

Theorem 2 ([12,27]). Let z(§,n) € C°([e,d]), g(§,n) € C*([e,d)), and Arc=§ <G <H <o <
&1 < &, = d be the uniform division of [c,d]. If S(§,n), the Quintic spline function, is used to in-
terpolate the function’s values of z(£,n) at the knots {y < & < & < -+ < &1 < & € A, then 3 Ry
independent of the step size h, so we have for eacht >0 and § € [c,d|

ID*(2(8. 1) = S(E. Mo < RH®™*,5=0,1,2,3,4.

Lemma 2 ([17,20]). The Quintic B-spline {B_»,B_,B¢,B1,...,B,,B,11,B,+2} defined in equation (4)
satisfy the following inequality

n+2

Y IBi(§)[ <186, c<{<d.

=2

Theorem 3. If g({,n) € C*([c,d]), 2(¢,m) and z(§,n) are approximate and exact solutions of (1),
respectively, then for all 1 > 0 we have

I12(5,m) = 2(C. )l < vh* + 0 (An?),
where Y is independent of the step size h, and h is sufficiently small.

Proof. Let
n+2

S(C.m) =Y wi(n)Bi({),

i=-2

be the spline that is computed for both 2({, 1) and z(&, 7). When triangular inequality is used, one has

12(8,m) = 2(&, M)l < N12(E51) = S(E,M)lleo = IS(E, 1) = 2(E5 1) -

From Theorem 2 one gets
1208, 1) = 2(,m)llee < Rok® — [[S(E,1) =2(5, ) e (32)
Linearizing the nonlinear term /7! agg in (11) by taking /! as a constant a , we obtain

a’\]Jrl azzj+l

FINFIE *—ﬁZb (717 — 2V g (33)

Theorize collocation requirement as:

L(z(&,n)) = L(2(&;m))
— o(Cum), i=0,1, ..

ﬁf\ﬁ-l ﬁ2]+

Assume that

L(S(&Gi,m)) =&(&,m), i=0,1,....n.
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The TFNBE (1), conserving (2) and (3) in the form of L(S({,n) —2(&,n)), can therefore be stated as
follows at time level:

5 50 40

1
B2 —vaglsts + 6B — 2 —v IS
50 40 L
66+ v 1 265 4+ v L (B4 — vl
(34)
:ﬁ(f —|—26fj +66f’+26 szrl+ t+2 va fj V+1_|_26fj V+1+66fj v+1
. - 7 1 _
2610 AL = (R 260 4 661 4 2617+ 15N + 45T Vi
The formation is in fact occupied by the boundary conditions:
1L, +26f]  +66f +26f/ S+ f+2 0, i=0,1,....,n,
where ) ) )
ﬁj = Cl! —I/[l!, l: 07 1, ....,n,
tl =h (gl —gl), i=0,1,...,n
From Theorem 2 we obtain ' ' .
i/ = *|g] &l < Rok,
consequently, we define .
t/] = max{|t]],0 < i <n},
M=
(A7 | = max{|A/],0 <i<n}.
For j =0 in (34), one gets
5 20 50 40 120
[ﬁ*% hz]f +[26p — ) S 1+[66ﬁ+" £}
0 40 5 20
+[26f + W Vﬁ]fil—s—l +[B+ o vﬁ]ﬁ:—z (35)
1
=B(fLs+26/21 +66f +26f% + ) + ﬁh‘l,
The initial conditions will yield the following outcome A = 0
5 50
B3 —vaglfl ot 268 — > vl + 1668 + vl
50 5 6
+26B+ 2 — vl 1B+ —vlfhs (36)
1 /1
2 i
With a small enough £, and taking the absolute values of f; ! and t!, we obtain
Roh*
P< S5 <mih, (37)
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where n; is unaffected by h. Assuming A* < nch* is true for x = 1,2, ...., j, process and apply the
induction approach. After setting n = maxn,,0 < x < j, (34) turns into

B2 —valff s + 268 — 2 v + 6B + v@]ff“
50 0
H265+3) — vl + B+ —v il
j—1 (38)
=(B—Bbi)(fL,+26f], + 66 +26f],+ fl2) =B Y (—bv+byi1)
v=0
< T2 668 2671 4 A1)+ td
Henceforth,
. . Jl .
120BA7T! <1208 (1 —b1)A = 1208 Y (=by + by 1)A . (39)
—
From (9) we conclude
AT < nht. (40)
It is now possible to create that
n+2
S(€.n)—2(¢,m) =}, (ci(n) —ui(n))B(L). (41)
i=—2
Using Lemma 2, we obtain
1S(5,m) =28, )l < 186nA*. (42)
From (8), (32) and (42) we prove
I12(8. 1) —2(C, )| < vh* + o (AN?),
where ¥ = Ry + 186n. O

6 Numerical application

To ensure that the required process is performed as effectively as possible, two instances are conducted
in this section. All computations are carried out using Maple 17 to demonstrate the precision and efficacy
of this technique. The error norms L, and L., are used to test the accuracy of the method that is being
described which are computed in [28] as follows:

and
Lo = ||2— Znllee = max;|zj — (Zn) 1,

where Z and z stand for the approximate and exact solutions at the itk knot, respectively.
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0.0107

0.005

-0.0051

-0.010+

-08 -06 -04 -02 0 02 04 06 08

l— Numerica| m— Exactl

Figure 1: Comparison of the numerical and exact solutions at k = 0.5

Table 2: The error norms L., comparison of our method with methods of [16,22] for Example |
An  Proposed method Method of [22] Method of [16]
% 0.0009140 0.0020697 0.0052339
ﬁ 0.0000888 0.0001412 0.0013443
L 0.0000077 0.0000090 0.0003438

b—
(=)
=]

Example 1. We consider the following TENBE [22]:

K 2
PR g EE - TR ), (e -11] < .T)

z(£,0) =0, fel-1,1]
z(=1,m) =0 and z(1,n)=0.

(43)

The exact solution of (42) is
2(¢,m) = n’sin(x{)

and

2—x
g(&,n) = Wﬁn(n@ + mn*sin(nl)cos(nl) + n*n2sin(nf).

Figure 1’s precise and approximative solutions have a strong and verified agreement. While the Figures
2 and 3 show the error level for different values of v. After comparing the findings from the suggested
approach with those taken from the [16,22] in Table 2 , it is found that the results are superior.
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7.x 1078
6. %1071
5. % 108\

4. %1078

3.%x 1078

[ y=0.5 m— = v=2|

Figure 2: Error comparison for various n values when k = 0.25 and Anp = 0.001

55%x10779
5.x 10771
45%x1077
4.%x10771
351077

3,)( 10777\ T T T T T T
0o 12 14 16 18 20 22

e —r] v=2]

Figure 3: Error comparison for various n values when x = 0.75 and An = 0.001

Example 2. We consider the following TFNBE [8]:

K 2
W*Z@mazfg”) 2 Z(gén) =g(&mn),  (&mn)€0,1]x (0,77,
2(£,0) =0, ¢ clo,1] (44)
2(0,n) =n?* and z(1,m)=n%".

The exact solution of problem (43) is z({,1) = n%e*, and g({, 1) = 2%64 +n*e? —n2et.
The exact and approximate solutions in Figure 4 have a strong and verified agreement. The solutions for
various values of k, are compared in Figure 5, and the solutions for various values of An are compared
in Figure 6. Table 3 shows a comparison between L, and L., for different values of n and Table 4 shows
a comparison between L, and L., for different values of An.
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0.025

0.020+

0.0151

0.010

0.005

l— Numerica] m— Exactl

Figure 4: The numerical and precise solutions are compared at k¥ = 0.5.

0.0251

0.020+

0.0154

0.010

0.005

0 0.2 0.4 0.6 0.8 1

[ =025 == 1=0.5 =075 ]

Figure 5: Comparison of solution for different values of k¥ when An = 0.1 and n =40

Table 3: The error norms L., and L, of Example 2 for k = 0.5 and An =0.1

n=10 n=20 n=40 n=2380
L. 0.0017012 0.0016922 0.0016742 0.0016383
L, 0.0012250 0.0008628 0.0006007 0.0004125

Table 4: The error norms L., and L, of Example 2 for k = 0.5 and n = 40

AN =0.001 An=0.003 An =0.005
Lo 5.269%x1077 4.100x10°° 1.037x107°
L, 2.001x1077 1.529x10°° 3.850x10°°
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0.000010

0.000008 1

0.0000061

0.000004 1

0.000002 4

0~ T T T T 7
0 0.2 0.4 0.6 0.8 1

[ AN=0.001 == An=0.003 AN=0.005 ]

Figure 6: Comparison of error for different values of An when x = 0.5 and n =40

Table 5: Comparison of the proposed method with [30] for certain values of n

n=10 n=20 n =40 n=2_80
Proposed method L.. 1.9313x107% 1.1613x107% 1.1598 x 1073 1.1596 x 103
L, 8.4900x107° 5.8999 x 1072 4.1706 x 1072 2.9487 x 10~?
[20] Lo 1.9866x 107 1.9805x107> 1.9579x 107> 1.9531 x 107
Ly 14626x107° 1.3963x107> 1.3799x107° 1.3759 x 107

Example 3. We consider The following TFNBE [30]:

” 2
PLN o - TEEN o, (e 0] x (0.7

Z(C,O) :Oa C € [07 1]
2(0,n)=m and z(1,m)=-n"

(45)

The exact solution of problem (44) is z({,n) = n*cos(x{), for

2n*Xcos(n{)

L(3— ) — an*sin(ng)cos(nl) + m*n*cos(n{).

g(&m)=

Table 5 compares L., and L, errors for various n values and parametric values, including k =0.5v =1,
and An = 0.00025. Table 6 compares error norms with values for k = 0.5, n =80, and v = 1.
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Table 6: Comparison of the proposed method with [30] for certain values of An

An = 0.002 An =0.001  An = 0.0005
Proposed method L.. 4.5777 x10~7 1.3800 x 10~7  4.0546 x 1073
L, 1.1669x1077 3.5120x10°% 1.0308 x 1078

[20] L. 1.6442x107* 8.7080x 107> 4.8293x 107

L, 1.1600x107* 6.1505x 107> 3.4177 x 107>

Table 7: The error norms L., and L, of Example 4

An =0.1 AN =0.3 AN =0.5
Lo 3.0601 x 107 1.0217x10°1B 1.7987 x 10~ 13
L, 1.9446x107'% 6.7744 x 107'% 1.2286 x 10~ 13

Example 4. We consider the following TFNBE:

K 2
ag(g,’(rl)Jrz(C,n)az(aCén) —va ;(gz’n) =g(¢,n), (£,n)€]0,10]x (0,T],

2(£,0) =0, £ €0,10]
z2(0,n) =0 and z(10,m) =0,

(40)

where g(£,n) = % +an?sin(ng)cos(nl) +va*nsin(wl). The exact solution for this problem

is z(€,n) = nsin(wf). We apply the transformation { = Sx+ 5 on the interval [0, 10] to get [—1,1].
Thus, we have the equation:

%z(x,n)
an¥

d 92
+0.2:(e) P20 0,04y AN gy ey e [-11)x (0.7,

with the initial condition
Z(Ca()):()? CE[—I,”,
and

n'~Xsin(w(5x+5))
I'2-x)

g(&,m) = + n?sin(w(5x +5))cos(n(5x+5)) + va*nsin(w(5x +5)).

Table 7 shows a comparison between L, and L., for different values of An at Kk =0.5, v=15 and
n = 10.
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7 Conclusions

The spline function is a recognized and effective instrument for approximating solutions of fractional
partial differential equations, due to its piecewise polynomial framework and inherent smoothness char-
acteristics. In this study, we have proposed an efficient numerical method, quintic B-splines (QNBS)
functions, for solving TENBE. The Caputo time-fractional derivative has been approximated by means
of the usual finite difference scheme, and the quintic B-spline functions are used for spatial discretization.
Additionally, four numerical cases have been examined utilizing the QNBS approach; graphs and tables
show the accuracy and practicality of the approach. The theoretical findings are validated by the numer-
ical outcomes of the QNBS method. Comparing the scheme suggested in this work to others already
established in the literature, it offers sufficient precision, and it is innovative. The implementation of
the recommended approach demonstrates that it is more efficient, simple, and palatable than [16,22,30].
A significant theoretical outcome is the demonstration of unconditional stability within the proposed
QNBS Fourier framework. In contrast to numerous time-stepping methods that necessitate adherence to
the Courant-Friedrichs-Lewy condition, our algorithm maintains stability for any selection of time and
spatial discretization. This robustness is especially advantageous for addressing long-term integration
issues or when utilizing adaptive meshes to capture localized features. It is no secret that proving conver-
gence is of great importance in demonstrating the accuracy and validity of the method. In this work, the
convergence of the method has been proven, which means that the method is characterized by accuracy.
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