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Abstract. In this paper, we propose a signal detection method in time series data within the context of
the financial markets. By analyzing historical data from the related markets, such as foreign exchange
rates and cryptocurrency prices, we aim to identify significant signals affecting the cash price of refined
Gold in the Iranian market. Our approach leverages various time series models, including autoregressive
integrated moving average, seasonal autoregressive integrated moving average, and neural networks, and
also regression-based time series methods to predict fluctuations in Gold prices. We focus on a working
days period before and after the onset of the COVID-19 outbreak in Iran on February 23, 2020. To
achieve this, we propose a predictor-based algorithm for signal detection that utilizes both traditional
time series and regression models. This algorithm identifies auxiliary markets that correlate with the
target market, fits appropriate models to predict future values, and then determines cloud confidence
intervals around these predictions. Observations that deviate significantly from these intervals are flagged
as potential signals, suggesting unexpected changes or trends in the target market. Our method not only
enhances the ability to detect significant signals in financial markets but also provides a valuable tool
for investors and analysts to anticipate and respond to market fluctuations, particularly during periods
of economic instability, ultimately contributing to more informed decision-making and risk mitigation
strategies.
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1 Introduction

In the context of financial modeling, analyzing and predicting fluctuations in financial markets have al-
ways been of great interest to investors, professionals, and market participants. Fluctuations in financial
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markets, including currencies, Gold, stocks, and even cryptocurrencies, are not only indicators of eco-
nomic health but can also signal potential opportunities or threats in the future. Accurately predicting
these fluctuations can reduce risks for market agents and brokers, helping them make better decisions.
This importance has led to the identification and analysis of patterns and signals in time series data
becoming one of the essential tools in financial decision-making [12].

Statistical and machine learning models, particularly time series models, play a significant role in
analyzing complex patterns and predicting financial market fluctuations. One of the main challenges
in this field is identifying important signals within time series data. A signal is defined as a sudden or
unexpected change in data that could indicate a new trend or serve as a warning for the future [19]. In
this concept, time series models such as autoregressive integrated moving average (ARIMA) and seasonal
autoregressive integrated moving average (SARIMA), as well as neural networks, have become common
tools for market analysis due to their forecasting capabilities and ability to learn complex patterns [6].

Various financial markets in each country, such as the refined Gold price, currency, and stock mar-
kets, can be influenced by different variables, including domestic and global economic indicators. For
instance, changes in the dollar exchange rate, the Tehran Stock Exchange index, as well as global prices
of Bitcoin and Gold, directly or indirectly impact the price of Gold in Iran. Numerous studies have
explored the relationship between these market fluctuations and their interdependencies [15].

To implement the proposed algorithm in this paper, we utilize various time series models, including
ARIMA, SARIMA, and neural networks. These models, by leveraging historical data, can identify hid-
den patterns and latent signals, which may lead to better decision-making in the Gold market. Alongside
these models, time series regression is used to analyze and explain the complex dependencies between
variables, see [1] and [16]. Latent signals are the main target of the paper. From now on, when we use
signal, it means latent signal.

Previous studies have shown that analyzing fluctuations and relationships between financial variables
can lead to a deeper understanding of market behavior and enable more optimal decisions. The authors
in [3] presented machine learning techniques for time series regressions, emphasizing their application
in nowcasting, which is particularly useful for real-time economic analysis. They demonstrated how
machine learning models could improve the accuracy of short-term predictions by efficiently captur-
ing non-linear dependencies in the data. The detection of outliers in time series data remains a critical
task, especially in the presence of anomalies that may signify unusual events or errors in data collection.
A comprehensive review of anomaly detection methods is provided in [4], it highlighted various tech-
niques ranging from statistical methods to machine learning algorithms, and emphasized their respective
strengths and weaknesses. Similarly, [8] offered an earlier survey focusing on outlier detection for tem-
poral data, detailing the evolution of techniques and the challenges associated with handling temporal
structures, such as seasonality and trends.

In the context of financial time series, the relationship between external factors and market volatility
has been extensively studied. In [9] the influence of partisan conflict on U.S. stock market volatility
using a quantile-on-quantile regression model is investigated. Their findings suggested that political un-
certainty could be a predictor of changes in market volatility, providing insights into the integration of
external socio-political factors in financial models. Another emerging field within time series analysis
is the use of graph neural networks (GNNs) for tasks such as forecasting, classification, and anomaly
detection. [13] surveyed the application of GNNs to time series data, emphasizing the advantages of
leveraging graph structures to capture complex relationships between time series features. This approach
has shown promise in improving predictive performance, especially when the data exhibits strong inter-
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dependencies.

Recent studies have advanced anomaly detection in financial time series using modern machine
learning techniques. In [7], a new method using neural networks to predict non-stationary time se-
ries is provided. In [5], principal component analysis and feedforward neural networks are combined
for detecting anomalies in real-world financial data, achieving robust and stable performance. More re-
cently, [20] proposed WaveLST-Trans—a hybrid model integrating wavelet transform, long short-term
memory (LSTM), and Transformer—to detect early warning signals in both cryptocurrency and stock
market datasets, outperforming several baseline methods. In addition, a comprehensive survey by [23]
highlights the growing role of deep learning architectures in financial anomaly detection, emphasizing
their effectiveness in capturing nonlinear and time-varying patterns.

In this paper, we aim to develop and implement an algorithm for signal detection within time se-
ries data, specifically focusing on identifying significant signals affecting the cash price of refined Gold
(hereafter referred to as the refined Gold price) in the Iranian market. By integrating various time se-
ries models, including SARIMA, ARIMA, and neural networks, alongside regression-based time series
models, we seek to analyze and predict fluctuations in Gold prices. Our analysis considers key auxiliary
variables such as the USD/IR exchange rate, the Tehran Stock Exchange index, and Bitcoin prices, to
capture complex interactions and dependencies. The study focuses on a 45 working-day period before
and after the onset of the COVID-19 outbreak in Iran on February 23, 2020. By applying our proposed
algorithm to this case study, we aim to detect important signals in the refined Gold price market during
periods of market instability, helping to better understand the impact of external shocks and identify
patterns that can aid in future market predictions.

2 Basic concepts

As mentioned in Section 1, we aim to detect signals in a target variable and based on the prediction
method, we may use some features in the model structure. In this section, we recall the fundamental
concepts for the study including time series, ARIMA models, neural network time series and time series
regression models.

2.1 Time series

A time series is considered as the values of a random variable X;, observed or to be observed at different
times. Formally, a time series is defined as a sequence of random variables, {X;,7 € T'}, where T is a
set of indices. In this context, T can be any subset of real numbers, but we assume it is a set of natural
numbers. We also assume that the time series {X; } has finite first and second moments:

px (1) = E(X;), teT,
oy (1) = Var(X,) = E[(X, — ux (1))?)], teT,
Cx(t,s) = E[(Xi — pux (1)) (Xs — px ()], t,seT,
. Cx(l,s) s
Rx(t,s) = ox(1)ox(3)’ t,seT,

where the mean function, variance function, auto-covariance function (ACVF), and autocorrelation func-
tion (ACF) describe the time series {X;}. There are other elements which can make more description
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about time series. For a more comprehensive explanation, we refer to [22].

2.2 ARIMA model

The ARIMA (AutoRegressive Integrated Moving Average) model is a popular statistical method used
for analyzing and forecasting time series data. It combines three key components: autoregression (AR),
differencing (I), and moving average (MA). Below, we provide the mathematical formulation of the
ARIMA model. An ARIMA model is defined by three parameters: (p,d,q):

e p: Order of the AR part. This refers to the number of lagged values of the series included in the
model.

* d: Degree of differencing. This is the number of times the data is differenced to achieve stationar-
ity.

* g: Order of the MA part. This indicates the number of lagged forecast errors included in the model.
The general form of the ARIMA model can be expressed as:
9(B)(1-B)'y: = 6(B)ey,
where
* y;: The observed time series value at time ¢.
s ¢(B)=1—¢;B—¢B>—...— ¢,B" is the AR polynomial of order p.
* 0(B)=1+6;B+6,B>+...+6,B%is the MA polynomial of order g.

* B is the backshift operator, defined by By, = y,_.

L]

(1 — B)? represents the differencing operator, applied d times to make the series stationary.
* & is white noise (random error term), with a mean of zero and constant variance.

The ARIMA model combines all these components to create a flexible approach for modeling time series
data that can accommodate both trends and noise. The parameters p, d, and g control how the model
fits the data. Note that for d = 0, we have autoRegressive-moving average (ARMA) model which is a
stationary time series model. For more information, see [22] and [17].

2.3 SARIMA models

The SARIMA model is an extension of the ARIMA model that supports the modeling of seasonality in
time series data. The SARIMA model is defined by seven parameters: (p,d,q) x (P,D,Q),, where:

* (p,d,q): Parameters for the non-seasonal part (as defined in the ARIMA model).
* (P,D,Q): Parameters for the seasonal part.

— P: Order of the seasonal autoregressive part.
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— D: Degree of seasonal differencing.

— Q: Order of the seasonal moving average part.

* s: Length of the seasonal cycle (e.g., s = 12 for monthly data with yearly seasonality).

The general equation for the SARIMA model is:
¢(B)®(B)(1-B)!(1-B")"y; = 6(B)O(B)e;,

where

* ¢(B) and 0(B) are the non-seasonal AR and MA polynomials.

s &(B) =1—P B —DPyB* — ... — PpB" is the seasonal AR polynomial.

* O(B*) =1+ 0B +0,B* +...+ ©yB? is the seasonal MA polynomial.

s (1—B*%)P applies seasonal differencing D times.
Different parts of SARIMA models:

* Non-seasonal part: Handles the general trend and patterns in the data.

» Seasonal part: Models the repeating seasonal patterns over time.

* Seasonal differencing (1 — B*): Removes the seasonality by differencing the data at lag s.

The SARIMA can capture both long-term trends (using non-seasonal components) and cyclical patterns
that repeat at regular intervals (using seasonal components). For more information, see [22] and [17].

2.4 Time series regression

The simplest form of a linear regression model is as follows:
Yy=B+BiXi+&,t=1,...,n,

where Y is the response variable (the one we aim to predict), X is the explanatory variable (the one used
for modeling), and & is the noise in the model. If the noise follows a time series pattern, the response
variable also becomes a time series, and the usual regression methods cannot be applied directly. The
general form of a regression time series model is:

K‘:ﬁ0+ﬁlxlt+'~-+BKXKt+gtv r= 17"'7”5

or equivalently,
Yl‘ :B/Xl+8l7 = 17"'7”7

where X; = (Xy;,...,Xk:)" and B = (Bo,Bi,---,Bxk)’. To convert a regular regression model into a time
series regression model, we introduce lagged variables (e.g., past values of the market) based on statistical
tests. The general procedure for fitting regression time series models involves:
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* Identify the variables that show a linear correlation with the response variable using Pearson cor-
relation tests.

* Fit a standard regression model as follows:
Y, =B'X,t=1,....n,
where ¥, represents the predicted values of ¥;. Calculate the residuals of the model using:
et:Yt—f’,, t=1,...,n.
The residuals ¢; are considered as estimates of the noise &;.

* Examine the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) plots
of the residuals to determine whether time series characteristics have influenced the model.

* If time series effects are present, identify potential structures for the time series model related to
the residuals based on the ACF and PACF plots. Modify the regression model according to these
structures and reevaluate it.

* If the model is not validated, consider other time series structures (e.g., stability assessment, vari-
ance stabilization, etc.).

For more information about time series regression models, we refer to [16] and [14] and [22].

2.5 Neural networks for time series forecasting

Neural networks have become a powerful tool for modeling and forecasting time series data, especially
when dealing with non-linear and complex patterns. Unlike traditional statistical models (like ARIMA),
neural networks can learn from data without making strong assumptions about the underlying patterns.
Here, we provide a brief overview of how neural networks are applied to time series forecasting.

A neural network is a computational model inspired by the way biological neural networks in the
brain process information. It consists of interconnected layers of nodes (neurons) that transform inputs
to outputs through weighted connections. In the context of time series, the neural network learns patterns
from historical data to predict future values.

2.5.1 Structure of a neural network
A typical neural network used for time series forecasting consists of:

* Input Layer: Receives input values (e.g., past observations of the time series).

* Hidden Layers: Consists of one or more layers where neurons process the input data using weights
and activation functions to capture complex patterns.

* Output Layer: Produces the final forecast (e.g., the predicted value of the next time step).

The network is trained by adjusting the weights through backpropagation to minimize the error between
predicted and actual values.
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2.5.2 Common types of neural networks for time series
Feedforward neural network (FNN)

The FNNs are the simplest form of neural networks where data flows in one direction, from input to out-
put. They can capture non-linear patterns but are limited in their ability to model temporal dependencies
effectively. For details about application of FNN in time series problems, see [21].

Recurrent neural network (RNN)

RNNs are designed specifically for sequential data, where each neuron’s output can loop back as input
to itself [10]. This allows the network to retain information from previous time steps, making it suitable
for time series forecasting:

hy = f(‘/thtA +Wex; + b)v

where
¢ }; is the hidden state at time ¢.
* X, is the input at time 7.
* W, and W, are weight matrices, and b is a bias term.

* fis the activation function (e.g., tanh or ReLU).

Long short-term memory

The LSTM is a special type of RNN that overcomes the problem of long-term dependencies by introduc-
ing memory cells that can retain information for longer periods. The LSTMs are effective for time series
data where the dependence on past values is complex. For more information about the performance of
LTSM about prediction in time series problems refer to [18] and its references.

2.5.3 Training process in neural networks

The training of neural networks for time series involves:

* Loss Function: Measures the difference between predicted and actual values (e.g., Mean Squared
Error).

* Backpropagation: Adjusts the weights to minimize the loss.
» Optimization Algorithms: Techniques like gradient descent or Adam to update weights efficiently.

Neural networks, especially advanced architectures like RNNs and LSTMs, are capable of capturing
complex and non-linear patterns in time series data. They provide flexibility in modeling, but require
careful tuning and sufficient data for effective forecasting. To obtain general information about the
application of neural networks in time series data analysis, see [2], [1 1] and [24].

Remark 1. In this paper, we use FNN from neural network methods to obtain prediction and apply our
proposed algorithm, illustrated in the next section, to detect signals.
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3 Predictor based algorithm for signal detection in time series data

This section introduces an algorithm for detecting signals—unusual or unexpected events—in financial
time series. The algorithm relies on cloud confidence intervals (CCI), which are pointwise prediction
intervals constructed from different forecasting models. We apply several models, including ARIMA,
SARIMA, regression time series, and FNN, to predict the target variable. Each model produces a se-
quence of forecasted values and associated uncertainty. Observations that fall outside their correspond-
ing CClIs are flagged as potential signals. In what follows, we describe the structure and steps of the
proposed algorithm.

3.1 Cloud confidence interval

In this subsection, we introduce the concept of the cloud confidence interval (CCI), a general and adaptive
interval-based tool for detecting anomalies or unexpected events in time series data. Unlike conventional
fixed-width confidence intervals that apply globally, the CCI evolves pointwise over time, forming a
dynamic “cloud” that surrounds the predicted values. This cloud allows us to visually and statistically
assess the deviation of observed values from model-based expectations.

Motivation and rationale

Traditional statistical inference often relies on confidence intervals to capture the uncertainty of pre-
dictions. In time series analysis, however, it is more informative to assess deviations locally, since the
underlying process is inherently dynamic. The CCI framework leverages this idea: it constructs an in-
dividual interval for each time point based on the model’s prediction and uncertainty, thus capturing
time-varying volatility and dynamics. The term “cloud” reflects the shape of these intervals when plotted
across time—a band that expands or contracts depending on the estimated prediction variance.

Model-agnostic construction

Let ¥, denote the predicted value of the target time series at time ¢, obtained from a forecasting model.
This model may be:

* a classical time series model such as ARIMA or SARIMA,
* aregression time series model involving auxiliary variables,
* or a machine learning-based predictor such as an FNN.

As long as the model provides (or allows estimating) the variance of prediction at each time ¢, the CCI
can be applied.
Mathematical Formulation

Given a fitted model and its point prediction ¥;, the (1 — )% cloud confidence interval at time ¢ is defined
as:
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A

N O¢
Y, :l:toc/Z,v T~

N

where
» ¥, is the predicted value at time ¢,

¢ §; is the estimated standard deviation of the forecast at time ¢ (derived from the model or residual
analysis),

* n is the effective sample size or number of parameters involved in variance estimation,
* lgj2,v isthe o /2 critical value from the 7-distribution with v degrees of freedom.
* v is calculated based on the number of the parameters in the models.

In some settings (e.g., neural networks or complex nonparametric models), the variance may be approx-
imated using empirical residuals or bootstrapping.

Application to signal detection

Once the CCI has been computed for all time points in the prediction window, we can use it to identify
unusual events or “signals.” Specifically, for each observation Y;, if it falls outside the corresponding
confidence interval around ¥, we flag it as a potential signal:

. . 5 6
Signal if: Y, ¢ [Y, Tt \/lﬁ] .
This decision rule can be interpreted as a localized hypothesis test, the null hypothesis being that the

observed value is consistent with the model’s prediction. A signal occurs when this null is rejected with
a given confidence level (e.g., 95%).

Advantages and generality

The CCI method provides the following benefits:

* Time-varying sensitivity: Intervals adapt to local variance and reflect changing uncertainty.

* Model independence: Can be applied to any prediction model that yields point estimates and
variances.

* Flexibility for ensemble comparison: Enables unified treatment across different models (e.g.,
ARIMA, SARIMA, FNN, regression).

In this study, we compute CCls for four models—ARIMA, SARIMA, time series regression, and
FNNs. Observations outside these clouds are interpreted as candidate signals. Those points that are con-
sistently detected across all models are considered consensus signals, offering a more robust indication
of structural market shifts.
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3.2 Approach expression

Based on the theoretical definition of a signal in statistics, it is essential to seek a rare occurrence that is
not expected. In financial markets, it is necessary to determine whether a data point is truly a rare signal
or merely a predictable market shock. The main objective of this paper plan is to provide a procedure
for identifying signals in domestic markets based on performance and signals issued by related foreign
markets. Detecting a signal in one market using other influential markets requires the use of regression
time series models.

Suppose that there is a target market and K auxiliary markets associated with this target market in
the study. The goal is to detect signals issued by the target market. There are two approaches available:

1. Modeling the target market using time series models.

2. Modeling the target market using a regression time series model based on existing auxiliary vari-
ables.

In both approaches, predictions of the target variable are computed, and signal detection is performed.
The procedure is as follows:

1. Collect sufficient data from all markets involved in the research. The data should follow a regular
steps in the time

2. Based on exploratory data analysis, select d < K foreign markets that are statistically confirmed to
have a linear correlation with the domestic market and are suitable for signal analysis and model-
ing.

3. Fit the model to the available data (NN, time series models or time series regression).

4. In the case of a regression time series model, examine the ACF and PACF plots of the residuals. If
correlations are present, fit a suitable time series model (based on these plots) to the residuals and
derive an adjusted regression model (regression time series).

5. Estimate the values for the target market.

6. By obtaining the distribution of estimated values, calculate the confidence interval cloud for each
observation using the following equation:

N R 6
Y, e {y, ila/zﬁ},

where ﬁy{ represents the mean of the estimated values ¥;, 6 is the variance, and 7, /2 is the quantile
of the t-distribution used to compute the confidence interval.

7. Any data point from the collected sample for the target market that falls outside the calculated
confidence interval cloud is considered a potential signal.

8. If the identified data point is also confirmed based on the nature of the market and the theoretical
definition of a signal, it is considered a chosen signal, indicating that the target market may undergo
future changes. The d selected auxiliary markets should remain under further research scrutiny for
predicting future market behavior.
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Note that the collected data in the first step must be temporally regular, with predetermined intervals (e.g.,
daily, weekly, or monthly) to ensure consistency and reliability in time series analysis. For this study,
daily data was selected to capture short-term market fluctuations effectively. Also, the above algorithm
is not dependent on a specific time period. Additionally, if no specific signal is identified in the present
period, the algorithm can be rerun with updated data in the near future, potentially identifying new related
foreign markets that were not initially recognized. Moreover, the data utilized in this study consists of
daily observations about 45 days before and after February 23, 2020, the official date marking the onset
of the COVID-19 pandemic in Iran.

3.3 Algorithmic structure

In this subsection, we present the algorithm designed for signal detection within time series data, based
on the descriptive explanations provided in subsection 3.2. Algorithm 1 outlines the step-by-step process
and methodology to detecting signals within the data.

When a data point is identified as a potential signal by the algorithm, it undergoes expert evaluation to
determine its significance. Confirmed signals are reported to planners and market analysts for actionable
insights and strategic decision-making.

Remark 2. For summarization, each time series model provides a prediction, whether through interpo-
lation or extrapolation. An outlier can influence the model and may be incorporated into its predictions.
However, signals are not always far from the main body of the data. They might have only a slight
distance from other data points, but their position could result in being overlooked by the model’s pre-
dictions, potentially falling outside the confidence interval. This is the core concept of the proposed
algorithm, which aims to identify potential signals based on the model’s ability to predict data. Essen-
tially, signals are not accurately captured by the model’s prediction values. In the numerical analysis,
we validate these ideas using real datasets.

Remark 3. In summary, this study introduces a novel statistical concept called CCI, constructed directly
from the predicted values Y; of time series models. This approach enables the formation of prediction
bands without relying on standard assumptions of error distribution or model form, making it adaptable
to both classical and machine learning-based forecasting frameworks. These intervals are integrated
into a signal detection algorithm: if an observed value falls outside the constructed band (the “cloud”),
it is considered a potential signal. Such candidates are then subject to expert evaluation, incorporating
economic context and domain knowledge to assess their relevance and validity.

3.4 Positioning within existing literature

While the concept of detecting signals via deviations from model predictions has been explored in pre-
vious works, this paper extends the methodology in three key directions:

* First, the introduction of the CCI provides a new framework for constructing adaptive prediction
bands based solely on model outputs, without requiring external variance estimates or assumptions.

* Second, the proposed notion of consensus signals—those consistently detected across multiple
models—offers a robustness criterion rarely addressed explicitly in prior literature. This helps
reduce false positives and strengthens the reliability of detected signals.
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Algorithm 1 Procedure for Signal Detection in Time Series Data

Input: Data from target market and K auxiliary markets
Output: Detected signals for the target market
Collect sufficient data from all markets involved in the research.
if using a regression time series model then
5:  Select d < K confirmed foreign markets having a linear correlation with the domestic market for
signal modeling.
end if
Fit the model to the available data.
if using a regression time series model then
Examine the ACF and partial PACF plots of the residuals.
10:  if correlations exists then
Fit a suitable time series model to the residuals and derive an adjusted regression model.
end if
end if
Estimate the values for the target market ¥;.
15: Obtain the distribution of ¥, and calculate the confidence interval cloud for each observation using:

A

~ o
Yrj:ta/Z

NG

Detect any data point from the target market that falls outside the confidence interval cloud as a
potential signal.
if the identified data point is confirmed based on the nature of the market and the theoretical definition
of a signal then
Mark it as a chosen signal.

end if

20: Note: The algorithm is not dependent on a specific time period. If no specific signal is identified,
rerun the algorithm with updated data.

* Third, the algorithm will be applied to a critical real-world event, the emergence of COVID-19 in
Iran, showing how the method identifies signals just before and during a period of market uncer-
tainty in Section 4.

Together, these elements position our work not merely as an applied case study, but as a method-
ological contribution that extends and refines the theory and practice of signal detection in financial time
series.

4 Numerical Analysis

In this paper, the target population of this study includes all discoverable data within the specified time
period, and there is no need for sampling from the available data. Additionally, the data used in this
research are obtained from sources that publish information related to capital markets and economic
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Table 1: Full names and abbreviations of financial markets and variables used in the study

Symbol Full Name Description
GOLD.IR Refined Gold Price (Iran) Daily cash price of 18-karat Gold in Iran
USD.IRR | USD to Iranian Rial Exchange Rate | Official exchange rate published by CBI
TEH.S.E Tehran Stock Exchange Index Iran’s main stock market index
BTC Bitcoin Price (USD) Daily closing price of Bitcoin in USD

indicators, which are legally authorized to operate online within the country. The two main sources of
data for this research are the following websites:

* https://www.tgju.org/
* https://www.bourseview.com/

In this section, we first introduce the data and perform a preliminary exploratory data analysis (EDA) on
it. Then, using the time series forecasting methods introduced in Section 2, we proceed to obtain y; for
implementing the algorithm presented in Section 3 for signal detection. Before continue, the information
about present markets in the study and their abbreviations are showed in Table 1.

4.1 Data description and EDA

The outbreak of the COVID-19 pandemic was a process that began with its media coverage in the fall
of 2019 in China and, by the end of winter of the same year, had spread worldwide, affecting the entire
globe. It is evident that such an outbreak impacts the global economy, making the months before and
after the spread of COVID-19 significant for examining signals in economic markets. For this reason,
we use the collected data related to this period as a model to implement the signal detection algorithm
introduced.

Since the outbreak of COVID-19 did not have an exact date, and different countries recorded differ-
ent dates, and because the primary geography of this research is Iran and its markets, we have chosen
February 23, 2020, as the starting date. The reason for this selection is the official announcement by the
Ministry of Health and the temporary closure of institutions and educational facilities in the country on
this date.

Figure 1 shows the time series plots of the price of Gold in Iran, along with three other related
markets: USD to IRR (Iranian Rial) exchange rate, the Tehran Stock Exchange index, and the Bitcoin
price. As observed, all three domestic markets exhibit an upward trend and a somewhat seasonal pat-
tern. Additionally, the Bitcoin price displays two distinct seasons and an overall upward trend, with a
temporary drop around the global announcement of the COVID-19 pandemic.

To better identify the data trends, we use the Phillips-Perron test, which is specifically designed to
examine stationarity in the presence of drift and trend.

Table 2 presents the results of the Dickey-Fuller test for the four financial markets discussed in this
paper. Note that alternative hypothesis is stationary in this test. According to the results, no stationarity
was observed in any of the cases. This observation provides a logical basis for using the SARIMA time
series model to model the target variable, which is the refined Gold price.

An alternative approach, based on Figure 1 and the findings related to Table 2, is also presented.
Instead of expressing the refined Gold price in IRR, we can calculate it in USD within the Iranian market


https://www.tgju.org/
https://www.bourseview.com/

106 A.H. Ghatari, S.R.A. Mortezaei, M. Aminghafari

Gold Price Over Time - 2019-20

Gold Price (IRR)
R C I SRV
A -]

1] 1] 4+ [1+]
+ o+ 4+
(=] o o
| e B |

+
[=]
-

Jan Fe

[=}

Mar Apr May Jun
Date

USD to IRR Exchange Rate
180000

170000
160000
150000
140000
130000

USD/RR

Jan Fe

=)

Mar Apr May Jun
Date

Tehran Stock Exchange Index

£ N~ 00 W
M M D
+ o+ + o+
oo o oo o

i)
+

TSE Index
mom n oo

1]
+

Jan Fe Mar Apr May Jun

Date

[=)

Bitcoin Price

10000 =
9000

8000
7000
G000
5000

BTC Price (USD)

Jan Fe Mar Apr May Jun

Date

=}

Figure 1: Time series plots of Gold price, USD to IRR exchange rate, Tehran Stock Exchange index, and Bitcoin
price during the period starting from the outbreak of COVID-19 in Iran (February 23, 2020 onwards)

by dividing the daily refined Gold price by the USD to IRR exchange rate for that day. Figure 2 shows
the time series plot of this new variable, i.e., the refined Gold price in USD in the Iranian market.

Based on the time series plot of this variable, and after performing a stationarity test, it can be
concluded that there is no stationary (p-value=0.71), but we do not have any drift, hence an ARIMA
model should be used for this variable to obtain forecast values. Here, after fitting the ARIMA model
and calculating the forecasted values of the target variable, these values are multiplied by the USD to
IRR exchange rate, thus providing a form of forecasted value for the refined Gold price, which is the
main target variable in this study.

The next idea we intend to explore in the model fitting section is the use of regression relationships
among the data and fitting a regression time series model. Such problems require auxiliary variables
alongside the target variable. In this study, the USD to IRR exchange rate, the Tehran Stock Exchange
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Table 2: Results of stationary test for time series data

Market | test statistics p.value
GOLD.IR 2.14 0.99
USD.IRR 2.79 0.98
TEH.S.E 2.38 0.97

BTC 0.24 0.71

Gold Price per Dollar Over Time - 2019-20
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180

Gold Price [IRR)

Jan Feb Mar Apr May Jun
Date

Figure 2: Time series plot of Gold price in the Iranian market (in USD) during the period starting from the outbreak
of COVID-19 in Iran

index, and the Bitcoin price are considered auxiliary variables for the regression time series analysis.

Table 3 and Figure 3 illustrate the degree of correlation between the refined Gold price and other
financial markets presented in this paper. Additionally, Table 4 shows the results of the correlation test
between the three auxiliary variables and the target market. The null hypothesis of the test is the absence
of correlation. As observed, Bitcoin does not have a statistically significant direct correlation with the
target market. However, the decision to exclude it from the model depends on its significance in the fitted
regression model. On the other hand, the two domestic markets—stocks and USD—exhibit a significant
and strong correlation with the target market, which was not unexpected. Based on the findings from the
correlation analysis, the regression time series model to be examined in the following subsection can be
represented as:

Gold.IR ~ By + B; - USD.IRR + 3, - TEH.S.E + 33 - BTC + &;.

In addition, we also utilize NNs to forecast the target market, i.e., the refined Gold price. These four
approaches are evaluated from the perspective of signal detection.

Remark 4. Although Bitcoin had only a weak correlation with Gold prices in the initial analysis, we
still kept it in the time series regression model for two main reasons. First, the correlation was sta-
tistically meaningful and added useful information that helped the model perform better during train-
ing. Second, Bitcoin is a major global financial asset, and it may influence domestic markets like Iran
indirectly—especially during uncertain times like the COVID-19 period. Including it fits our general
approach of using a wide range of economic signals, even when each one alone may not have a strong
linear effect.
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Table 3: Correlation coefficients between the four markets in the study

Gold.IR USD.IRR TEH.S.E BTC

Gold.IR 1.00 0.95 091 0.13
USD.IRR 0.95 1.00 0.92 0.08
TEH.S.E 0.91 0.92 1.00  0.27
BTC 0.13 0.08 0.27 1.00
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Figure 3: Heatmap of correlation between the four markets in the study. The shaded cells in the table represent
the level of correlation: darker cells indicate weak correlation, while lighter cells denote strong correlation

4.2 Model fitting and signal detection

In subsection 4.1, we examined the data through exploratory data analysis (EDA) and discussed the
rationale behind using different methods to forecast the target market, i.e., the refined Gold price in Iran.
In this subsection, we proceed to calculate the values of ¥, for the various methods and implement the
signal detection algorithm for each.

Now, we proceed with fitting the models and calculating the values of ¥; using the methods of FNN,
the SARIMA model, and the time series regression model for the refined Gold prices, as well as the
ARIMA model for refined Gold prices in USD. For the ARIMA model, after fitting, the predicted values
are multiplied by the current exchange rate of USD to obtain the actual price.

For the FNN, the data related to the refined Gold prices along with the lags for the previous three days
in the market are defined as inputs, and the number of hidden layers is set to 5. The selected SARIMA
model, based on appropriate functions in R software, is considered as SARIMA(1,1,1) x (1,1,1)4. The
ARIMA(0, 1,2) model is fitted to the refined Gold prices in USD.

For the regression model, the residuals follow an autoregressive model of order one (based on the
‘auto.arima‘ command in R software). Therefore, the modified model is fitted by applying a one-day lag
to the data.

Before analyzing the models based on their cloud confidence intervals and signal detection capabil-
ities, it is essential to evaluate their predictive accuracy. Table 5 compares the performance of the four
fitted models using two widely-used error metrics: Root mean square error (RMSE) and mean absolute
error (MAE). These metrics provide insight into the overall accuracy and average deviation of the pre-
dicted values from the actual Gold price series. This preliminary comparison allows us to assess how
well each model captures the underlying dynamics of the data before using them for signal identification.

As shown in Table 5, FNN achieved the lowest RMSE, indicating superior overall prediction accuracy
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Table 4: Results of correlation test between Gold price and other markets

Market USD.IRR TEH.S.E BTC
P-value 0.00 0.00 0.21

Table 5: Prediction error metrics (RMSE and MAE) for the proposed models

Model RMSE | MAE
SARIMA 6314.7 | 4804.9
ARIMA 10042.6 | 8629.1
TS Regression | 8055.0 | 6596.5
FNN 5669.0 | 5508.1

compared to other models. While the SARIMA model also performed well, especially in terms of MAE,
its RMSE was slightly higher than that of FNN. In contrast, the ARIMA model showed the highest
prediction error on both metrics, suggesting limited effectiveness in capturing the complex patterns of the
target series. The time series regression model performed moderately, outperforming ARIMA but falling
behind FNN and SARIMA. These results support the choice of FNN as the neural network representative
in the analysis, confirming its capability to detect patterns and fluctuations in nonlinear financial data.

The results for ¥; obtained from the four methods mentioned above are presented in Figure 4. Figure
5 shows the time series curve and the charts of cloud confidence intervals obtained from FNN, SARIMA
Model, ARIMA Model, and Time Series Regression. The red dots indicate data points that fall outside
the cloud intervals and are potential signals, which should be analyzed further to understand their nature.
The vertical dashed line marks February 23, 2020, the day when Iran’s Ministry of Health, Treatment,
and Medical Education officially announced the beginning of the COVID-19 pandemic in the country.

Based on the observations from Figure 5, it can be stated that all four methods detected certain
data points as signals in mid-February. The SARIMA model detected the highest number of potential
signals. This does not necessarily indicate the superiority of the method; rather, it can be seen as a less
conservative approach. This is because a confidence interval is equivalent to a hypothesis test, and if a
data point falls outside the interval, it effectively confirms the hypothesis of being a signal. This means
SARIMA is less strict in identifying a data point as a signal.

However, an important point pertains to the other model, ARIMA. While all methods detected a local
minimum before the official announcement of the COVID-19 pandemic as a signal, ARIMA did not. It
appears that this method performed better in predicting this local minimum. All four methods under
study detected at least seven data points as potential signals. One form of evidence that a detected point
is indeed a signal is when it is identified as such by all methods. In such cases, it indicates that all time
series modeling approaches agree that the data point deviates from the expected trend. In this study, three
data points before the onset of the pandemic, in mid-February 2020, were identified by all four methods.
Additionally, the data point related to May 20, 2020, was also commonly detected as a signal by all four
methods.

Although other data points were detected around this date, only this one was consistently marked by
all four methods. Thus, it can be concluded that the three data points detected in mid-February 2020,
along with the single data point on May 20, 2020, can be considered as signals in this dataset (i.e., the
refined Gold price in Iran). The focus has been on detecting signals. However, the question arises: can
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Figure 4: Comparison of gold prices and the obtained predicted gold prices using FNN, SARIMA, ARIMA, and
Time series regression models

each statistically confirmed signal also be considered an indicator of changes in that financial market?
The answer to this question falls within the realm of future studies, but we briefly discuss the significance
of the data identified as signals.

If we look at the trend of data following the three signals identified in February, it is understandable
that the world was, at that time, engulfed in rumors and concerns related to the COVID-19 pandemic. In
such a situation, and from a non-specialist perspective, these fluctuations are not surprising. This brings
us to the concept of weak signals, as proposed by Ansoff in 1975—rare data points that deviate from the
trend but may indicate significant changes in the future. As can be observed, the three identified signals
are essentially relative maxima in the data for that period. However, after these three data points, the
market experienced a brief fluctuation followed by a period of stagnation, during which even the official
announcement of the COVID-19 pandemic did not lead to any significant change in the market. However,
following this temporary stagnation, the Gold market (along with other financial indices) began a general
upward trend, which continued for nearly six months. The same is true for the data point identified on
May 20, 2020; however, since the scope of potential changes following this signal lies outside the domain
of our research, we refrain from delving into it.

The most important application of such signals, which are essentially detected as outliers and can in-
dicate future changes, is in the domain of market safety and for economic experts. These signals can help
them stay alert to major shifts or even potential downturns, enabling them to manage financial markets
and related factors with scientific evidence (information obtained from the signals) before substantial
changes occur.
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5 Conclusion

This study presents a systematic approach to detecting signals in financial markets, focusing on iden-
tifying rare occurrences that deviate from typical trends. Utilizing a combination of neural networks,
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SARIMA, ARIMA, and regression-based time series models, the algorithm was developed to process
and analyze the refined Gold price data in Iran, particularly during the onset of the COVID-19 pan-
demic. Each model was employed to predict values and identify data points falling outside established
confidence intervals, marking them as potential signals. The results indicate that all four methods were
effective in identifying specific signals before significant market events. The use of SARIMA, ARIMA,
and regression models provided varying degrees of sensitivity, with SARIMA showing a tendency to
identify more signals due to its less conservative confidence intervals. On the other hand, the ARIMA
model, which adjusted the refined Gold prices based on the USD exchange rate, demonstrated better
performance in predicting specific market movements, particularly during the onset of the pandemic.

A key finding was the detection of three significant signals in mid-February 2020, coinciding with
the early rumors and concerns about COVID-19. These were identified by all models, highlighting their
potential as robust indicators of future market behavior. Similarly, a signal detected on May 20, 2020, was
consistently marked across models, suggesting its reliability as a forecast of subsequent market trends.
The analysis suggests that the identified signals could be early indicators of future shifts, supporting the
notion of weak signals.

The methodology and algorithm developed in this study provide a structured and adaptable frame-
work for detecting signals in financial markets. With the ability to incorporate regular updates with new
data, the algorithm can refine its predictions and identify emerging trends, offering a dynamic tool for
analyzing market behavior. This capability holds significant value for market analysts and economists,
enabling them to manage financial markets proactively through data-driven insights. Future research
could expand on these findings by exploring the relationship between identified signals and subsequent
market behavior, using time series regression with neural networks, and further validate the practical
utility of the algorithm in simulation and real-world datasets.
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